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Executive Summary  

This document is an incremental update of the deliverable D2.1 - Initial Scenario Description 
and Requirements [1], which introduced the outcomes of the initial use cases description 
and requirements elicitation work carried out in the H2020 DEDICAT 6G project. The goal of 
this deliverable is to bring up to date use case stories and requirements, as well as to intro-
duce a functional decomposition of the use cases. 

These use cases are designed to validate the main objectives of DEDICAT 6G, which is to 
design a smart connectivity platform that is green, highly adaptable, ultra-fast and depend-
able/resilient for securely supporting innovative, human-centric applications. A detailed def-
inition of the four use cases is given, introducing multiple stories to illustrate the expected 
workflow using the DEDICAT 6G platform, and to remark on the technical, social, and finan-
cial perspectives which are all relevant in each use case.  

Four use cases are proposed in DEDICAT 6G: 

1. Smart warehousing: It covers the trustworthy automated real-time monitoring, surveil-
lance, and optimized operation of a warehouse; 

2. Enhanced experience: It provides live streaming applications that use enhanced 
data overlay in 360º, Augmented Reality (AR) applications and Virtual Reality (VR); 

3. Public safety (Public Protection and Disaster Relief, PPDR): This aims to showcase how 
resilience of critical communications can be enforced through DEDICAT 6G solutions 
and how human security can be protected in extreme situations;  

4. Smart highway: It describes how connected and autonomous mobility can benefit 
from Beyond 5G (B5G) and 6G connectivity. 

DEDICAT 6G use cases are presented from the standpoint of several relevant actors, contex-
tualized in selected use case business field. Gaps are identified, and a set of requirements 
considering existing technologies and trends are extracted. A relationship is made between 
the context view and the functional view of the project and finally, proposals on how to fill 
these gaps are discussed, envisioning the expected functionalities of the DEDICAT 6G plat-
form.  

This deliverable focuses on the design and implementation of technical innovation work to 
provide a basis for multiple work packages: WP2 where the architecture is detailed and WP3, 
WP4, WP5 where technical enablers of DEDICAT 6G are designed and developed, and WP6 
where demonstrations will be carried out to evaluate performance and validate DEDICAT 
6G architecture and solutions. 
  



D2.3 Revised Scenario Description and Requirements                  

 DEDICAT 6G - ICT-52-2020 – G.A: 101016499                           13 

1 Introduction 
This document is an incremental version of D2.1 [1]. As such, this introductory section is quite 
similar as D2.1 but updated according to the project’s progress. DEDICAT 6G focuses on four 
Use Cases (UC): 

1. Smart warehousing: It encompasses real-time automated tracking, monitoring and 
optimised operation of a warehouse using Automated Guided Vehicles (AGV) in a 
trusted way to improve operations such as picking sequence and product quality as-
sessment. It places particular emphasis on real-time human-machine interaction, in-
telligence offloading and security; 

2. Enhanced experience: It brings live streaming applications that use enhanced data 
overlay in 360° and AR-enabled applications, as well as more complex data sets in 
VR, with the necessary hard requirements in terms of bandwidth and compute capa-
bilities for massive video processing and distribution. This use case is centered on dis-
tributed intelligence, compute offloading and caching, and dynamic Coverage Ex-
tension (CE);  

3. Public safety (Public Protection and Disaster Relief - PPDR): The objective is to show 
how the resilience of critical communications can be strengthened through DEDICAT 
6G solutions and how human security can be protected in extreme situations, such as 
natural disasters or terrorist attacks, through the use of various assets (drones, AGVs, 
etc.). This use case focuses on Intelligence Distribution (ID), dynamic coverage exten-
sion, security assurance and human presence in the loop;  

4. Smart highway: It outlines the benefits that connected and autonomous mobility can 
benefit from connectivity B5G and 6G, especially in the area of efficiently delivering 
the lowest possible delay and ultra-reliability. It is related to distributed intelligence, 
computation and cache offload, dynamic coverage extension, security and human-
in-the-loop. 

In this second and last iteration of the scenario description and requirements document, we 
continue the investigation on the project use cases specific performance, security and sce-
nario operation aspects that can be improved leveraging the DEDICAT 6G architecture pre-
sented in D2.2 [2] and its secure smart connectivity services. Based on the pooling of the 
interests of the consortium members throughout the project with the participation in the men-
tioned use cases, and accompanied by the description of the use cases, including prereq-
uisites, assumptions and specific infrastructure and needs, the DEDICAT 6G use cases are 
described to update the relevant stories and derive and create new requirements for the 
second iteration of the platform architecture. 

Hence, the purposes of this second iteration comprise:  

 Update and upgrade the D2.1 [1] content in general, focused on the UCs in general 
from an architecture and functional point of view; 

 Showcase how the UC scenarios can leverage the D2.2 [2] DEDICAT platform archi-
tecture to perform their related tasks. This work is represented by adding a new sub-
section in each UC section where the functional interactions between the vertical side 
and the DEDICAT 6G platform are presented as Unified Modeling Language (UML) 
models; 

 Update the UC scenarios according to the work done in other WPs of this project to 
be aligned with the UML models; 

 Revise the requirements in each UC to represent the changes in the UC descriptions. 
Such a set of new functional and non-functional requirements will be used to feed the 
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future deliverables D2.4 and D2.5, where newer versions of the DEDICAT 6G architec-
ture will be presented; 

Use case scenarios and requirements identified in this deliverable represent a consolidated 
though comprehensive description of what the DEDICAT 6G architecture is expected to ad-
dress in its next iteration. Use cases are being further refined and improved during the exe-
cution of the project, through a process of agile continuous improvement, which aims to 
consider any new or improved requirements that may emerge as planned.  

This document is structured as follows. First, Section 1 provides a general introduction of this 
document. Section 2 highlights the main contributions and major updates presented in this 
deliverable with respect deliverable D2.1 [1]. Then, Section 3 explains the methodology fol-
lowed in the UML design, and exposes the common points assumed in all UCs. Sections 4-7 
provide detailed descriptions of the use cases and corresponding derived requirements, sce-
narios and UML models for Smart Warehousing, Enhanced Experiences, Public Safety and 
Smart Highway. Finally, Section 8 presents the main conclusions of this work and a brief sum-
mary of the key points.  
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2 Introduction to delta content with regards to D2.1 
Deliverable D2.1 [1] was released in M3 (March 2021) as the first document presenting and 
describing the use cases and listing a preliminary set of functional and non-functional re-
quirements from an architectural perspective. This deliverable D2.3 should be seen as the 
evolution of D2.1 [1], where the main outcomes of the effort invested in the context of WP2 
in relation to the functional specification of the DEDICAT 6G use cases after eleven months 
are collected. This section is about highlighting the changes and novelty of this D2.3 with 
respect to its previous iteration in D2.1 [1]. 

The first obvious difference to the structure of D2.1 [1] is this current section. Here we outline 
the main evolutions and changes in this second and final iteration of the set of scenario and 
requirements description documents. This section is essential to elucidate the novelty, impact 
and evolution of the work presented herein. Even though the overall document contents 
have been revised, some parts of the document remain unchanged as no update was 
needed due to the huge effort invested in D2.1. In addition, it is worth mentioning that section 
3 of the former D2.1 [1], "Introduction to requirements engineering", has been removed in this 
deliverable to avoid redundancy, while further details can be found in deliverable D2.2 [2]. 
Similarly, the COVID-19 Contingency Plan subsection in all UCs shown in D2.1 have been re-
moved in this D2.3. Moreover, the content and the format of the document has been thor-
oughly revised, typos, issues with tables, figures or references have been identified and 
solved, and some parts of the document have been improved or rewritten.   

With regards to the WP2 effort, the release of the deliverable D2.2 – Initial System Architecture 
[2] in M9 (September 2021) constituted a (non-official) intermediate milestone for this docu-
ment. It enabled evolving the use case definition by using a common DEDICAT 6G architec-
ture, especially relevant to the functional view, which has been leveraged to create the 
most remarkable novelty in this D2.3, the UC  functional decompositions. Each UC description 
now has its own sub-section (4.5, 5.5, 6.5 and 7.5) to define its functional behaviour in different 
scenarios especially focusing on the roles to be played by the DEDICAT 6G platform and the 
interactions of the system with the specific Functional Components (FC). These actions are 
modelled in UML diagrams, the design of which is a major improvement and is one of the 
main outputs of this document with considerable effort put into the definition of the models. 
With the aim of unifying the criteria in the UML models and for the sake of clarity, here we 
added a new Section 3 (General Introduction to UML diagrams) where we explain the meth-
odology followed plus a set of assumptions common to all diagrams.    

The work done in the previous activity enabled the rethinking of some parts in the definition 
of the UCs with respect to the presented content in D2.1 [1]. Thus, in this second iteration 
functional and non-functional requirements were revisited and amended as necessary for 
all UCs. In order to highlight the changes, the new requirements are represented in their cor-
responding tables in green while the modified ones are shown in yellow. This reconsideration 
of the UCs has also entailed a review of some UC scenarios, where, taking a similar approach 
to the requirements, some of them have been modified and new UC scenarios have been 
included in this document. It is also worth pointing out that a new actor has been considered 
in UC4.   

Moreover, the content provided in this document will feed the next WP2 deliverable, D2.4, 
where the new set of UC requirements will be considered for merging with existing unified 
requirements, potentially creating new ones to be added to the DEDICAT 6G VOLERE tem-
plate [3]. It will be used as well to update and enhance the second version of the DEDICAT 
6G architecture. Finally, the new definition of the UC scenarios and UML models will be 
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consulted in WP6 work to assess the implementation works within each UC context under a 
common project umbrella.   



D2.3 Revised Scenario Description and Requirements                  

 DEDICAT 6G - ICT-52-2020 – G.A: 101016499                           17 

3 General Introduction to the UC UML diagrams  
In this introductory section we provide some explanations and elements of methodology that 
help to understand on one hand the purpose of the UML diagrams introduced within the four 
next sections (one for each UC) and on the other hand the common approach (notation, 
rules and structuring) followed in the UML models for the four UCs (see in sub-sections X.5 
“Relation to the functional decomposition” of each UC main section).  

Before digging into technical details, it is worth noting that the purpose of this UML modelling 
exercise is to go one step beyond the work already achieved in the context View of D2.2 [2]. 
In D2.2 the various UCs were described from their actors’ points of view trying to elucidate as 
clearly as possible the actions and subsequent interactions taking place with the platform 
without focusing on the platform actual content (a.k.a. black box approach). 

On the contrary, in this D2.3 we open the box and illustrate how the FCs stemming from the 
functional decomposition can be exploited to implement these interactions and expected 
features and services. 

As a final note, while following these common rules drastically enhances the readability of 

the UML diagrams, it also provides a high level of soundness among the 4 UCs. One of the 

main benefits is that it also becomes much easier to relate these UCs which each other. 

We explain hereafter this common approach:  

 For a given UC section, the first diagram, in their corresponding UCs functional decom-

position sections, are always about service and system set-up, meaning here the prelimi-

nary actions towards the platform are depicted. These include creating an account and 

logging in order to be known from the platform and able to go further in the scenario 

steps, e.g., requesting a service. Then several actions follow: 

1. Service request: a vertical can request for Intelligence Distribution only as a service 

(IDaaS) or a request for Coverage Extension (CE) as a Service (CEaaS) that may in-

volve Intelligence Distribution as well. In the first case, the request will address the In-

telligence Distribution Decision Making (IDDM) FC and in the second case it will ad-

dress primarily the Coverage Extension Decision Management (CEDM) FC which it-self 

relies on the IDDM for complementary actions/tasks. In order for the CEDM or IDDM to 

be able to grant a service, some input parameters are necessary: 

a. IDDM: the list of Edge Nodes (and characteristics) provided by the vertical, the 

list of micro-Services (µS) (and computing requirements) the vertical will instruct 

DEDICAT 6G for dynamic deployment, a deployment policy for these µSs 

(which may be empty) with regard to provided edge nodes; 

b. CEDM: the requested capacity, QoS per UE, a location where CE is expected 

(GPS coordinates e.g.), if the CE is expected to be ground or aerial based (a 

certain number of options are available for each). It falls under the CEDM du-

ties to assess the needed number of MAPs and their nature (if it is not provided) 

based on the request parameters; 

2. When the initial request is a CEaaS request, the CEDM FC will rely on the IDDM FC to 

assess the feasibility of the combined CE/IM (Intelligence Management) request (if 

additional IM is requested). Since the MAPs are also Edge Nodes it may then rely on 

these nodes for additional µS/FC deployments. It is also worth noting that for the sake 

of load balancing, and other DEDICAT 6G core functionalities, the use of a vertical’s 

edge node for µS deployment implies the automatic deployment of some dedicated 
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sensing Agent FCs which are used to aggregate a context. This context is used by the 

different levels of decision making; 

3. A simple protocol, ContractNet1, takes place between the two parties concerned 

following the service request. This protocol is typically used in Multi-Agent Systems 

(MAS) for task allocation in the context of cooperative work. When the initial request 

is eventually agreed upon (after or without counter proposal) some additional steps 

are implemented; 

4. The Service Level Agreement (SLA) that follows the negotiation must be stored in the 

SLA Factory FC so that it can be enforced during service delivery; 

5. µS images and metadata/descriptions must be uploaded to the µS/FC Repository FC 

and µS/FC Registry respectively; 

6. Their characteristics and requirements (CPU, RAM, storage…) must be stored in the 

µS/FC Repository FC for further use by decision making; 

7. A preliminary set-up policy is also uploaded by vertical operators to the Edge Com-

puting (EC) Policy FC and will be used by the Service Orchestrator FC in particular 

when dynamic intelligence migration or scaling up takes place; 

8. The verticals Edge Node (EN) characteristics (e.g., computational capacity) need to 

be uploaded to the EN Registry FC, for the IDDM FC to use; 

 

 The second UML diagram is always about deployment and shows where the different 

vertical µSs and requested FCs are deployed. The Service Orchestrator FC is responsible 

for this deployment and is ultimately instructed by the IDDM FC (eventually via the CEDM 

FC in case of a dual CE/ID request); 

 The following UML diagrams are usually used for illustrating the normal operation during 

the UC stories at run-time. The arrows show interactions taking place between the various 

components and often link to actions initiated by some actors, either by managers of 

some sort or simply by users (event attendees, drivers, workers etc.); 

 Finally, the last diagram usually illustrates some migration/scaling-up scenarios involving 

both the Load Balancing FC and Service Orchestrator FC via the IDDM FC which collects 

constantly compiled contexts in order to take decision, like optimizing the execution of 

the various FC among the Edge Node in order to enforce and maintained the contrac-

tual QoS (w.r.t to the negotiated SLA). 

 

A few additional important remarks: 

 In order to keep the UML diagrams readable, some DEDICAT 6G FCs are sometimes omit-

ted. For example, when using Status Agent FCs (there are quite a few of different types 

depending on the kind of information they are capturing and reporting), the correspond-

ing Awareness FC may be omitted; Awareness FCs are meant to aggregate status agent 

information into a context which is used by Decision Making (DM) FC. In such cases a 

direct arrow from the agent to the corresponding xyDM FC is depicted (e.g., from a µS/FC 

Status Agent FC towards the IDDM FC), without explicitly mentioning the intermediary 

µS/FC Awareness FC; 

 

 

1 https://en.wikipedia.org/wiki/Contract_Net_Protocol 
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 For the same reason, the way security components regulate (and are enforced) compo-

nent-to-component interactions is not explicitly shown. As a matter of fact every time an 

interaction takes place between -say a µS and a FC- 1/ the interaction is intercepted by 

the Data Market Place (either it is REST based or using a Message Bus like MQTT or sockets-

based etc.), 2/ both parties are authenticated, 3/ it is checked whether  the party initiat-

ing the interaction is authorized to do so, 4/ the interaction is granted or denied, 5/ the 

interaction is kept track of by the Logging FC and finally, 6/ a transaction is stored in the 

block chain for non-repudiation purpose; 

 A Physical System (PS) is shown using the package pictogram. PS are meant to represent 

one or several computational systems with virtualization capabilities (containing more 

than one Execution Environment (EE)) where the FCs and µSs are deployed and run. 

When a Load Balancing FC points towards the PS, it is meant that it is balancing the load 

between and within the EEs/containers involved; 

 On several occasions, PSs or even FCs/µSs are followed by an asterisk *. It means then, 

that several occurrences of these entities exist in the context of the UC. In general, not 

more than one instance of a same entity is represented unless a component migration is 

illustrated from one PS to another PS (which can be from a different nature, e.g., a µS 

migrating from a Car to a Road Side Unit (RSU) in UC4); 

 In general, most of the mechanisms that occur in the background at the platform level 

are omitted when these mechanisms either are invisible from the UC point of view or do 

not affect the UC directly. For example, in order to take their decisions, the DM FCs (IDDM, 

NODM and CEDM FCs) are using large amounts of information coming from various 

sources and involving many FCs. Listing exhaustively all FCs involved would result in un-

readable figures and would not serve appropriately the purpose of these UML diagrams. 

It is one of the main aims of D2.4 to go into the details of these aspects, elucidating them 

in particular using UML Sequence Diagrams; 

 Finally, a colour coding is used to differentiate visually, deployed µSs (light green) from 

deployed FCs (deep green). Native FCs residing in the cloud remain yellow; Native ser-

vices part of a vertical PS are also represented in yellow as being not deployed by the 

platform. 

 



D2.3 Revised Scenario Description and Requirements                  

 DEDICAT 6G - ICT-52-2020 – G.A: 101016499                           20 

4  “Smart Warehousing” (UC1)  
Upgrading or improving the digitization of relevant industry processes and embracing ICT 
and connectivity to increase productivity and efficiency is a key societal challenge and an 
economic target. This use case intends to demonstrate the feasibility and value of applying 
the distributed intelligence and computation offloading concepts in a Smart Warehousing 
context. Research studies have shown that smart warehousing processes (as part of Industrial 
Internet of Things - IoT) can be improved (efficiency in resource utilization, safety and security 
and overall automation performance) with AI, edge processing, and blockchain for im-
proved trust [4] [5]. Human-robot interaction in smart warehousing is one of the main re-
search topics from a technological and societal point of view [6].  

The DEDICAT 6G Smart Warehousing use case will progress the current state of the art and 
also validate its main conclusions by applying DEDICAT 6G technological concepts (B5G/6G 
connectivity, enhanced through coverage extension, jointly with the computation offload-
ing) for: 

 optimizing warehousing operations with increased performance and improved effi-
ciency;  

 assisting training of new warehouse workers and maintenance of warehouse systems 
through application of 3D augmented reality;  

 promoting human-robot interaction with 3D video-driven solutions; 
 enhancing safety of personnel and goods; 
 enabling remote inspection and diagnostics; 
 identification and tracking of goods. 

This will be achieved through an integrated state-of-the-art operational system based on 
AGVs and IoT systems with edge computation capabilities supporting deployment of DEDI-
CAT 6G enablers.  

4.1 Use case objectives and relation to project objectives  

The main objective of this use case is to demonstrate how the application of the DEDICAT 
6G technology in the smart warehousing context can boost performance of warehouse pro-
cesses, improve their efficiency, enhance user (personnel) experience and ensure their 
safety. Overall, the scenario addresses project objectives #5 and #6 with other objectives 
addressed with specific use case goals. The following goals are set for this use case: 

 To automate and remotely assist AGVs operation in the context of smart warehousing 
activities, using High Definition (HD) video and AR/VR functionality to enable human 
interaction.  

o Target innovation: Intelligence distribution and Multi-Access Edge Computing 
(MEC) could help reduce response time to perform certain actions as well as 
enable near real-time human intervention. This can also include advanced 
AGV operations enabled by B5G connectivity in conjunction with computation 
offloading in order to realize obstacle/human avoidance as well as human-
robot and robot-robot interaction to perform a collaborative task; 

o Relation with project objectives: objectives #1 and #4. 
 To enhance warehouse automation towards significant increase of operational effi-

ciency and use of resources”. 
o Target innovation: Predictive analytics by distributed AI and data analytics 

functionalities combined with cloud, edge, and roof computing capabilities. 
Utilization of DEDICAT 6G coverage and connectivity extension solutions for 
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ensuring low latency and reliable data exchange necessary for high perfor-
mance decision making; 

o Relation with project objectives: objectives #1, #2, and #3. 
 To enhance safety and security in warehouses – collision avoidance, social distancing, 

employee's wellbeing monitoring, environmental conditions, safety geo-fencing, and 
notifications/alerts. 

o Target innovation: Facilitation of adherence to social distancing (as long as it 
is applicable), monitoring the wellbeing of employees as well as monitoring the 
environmental conditions within the warehouse (e.g., through indoor air quality 
monitoring sensors mounted on the AGVs). Mobile computing nodes com-
bined with IoT and communication infrastructure will facilitate decision making 
based on distributed computing; 

o Relation with project objectives: objectives #1, #3 and #4 
 To enable remote surveillance and monitoring of processes with real time decision 

making for corrective and preventing actions. 
o Target innovation: MEC and distributed intelligence can act as an enabler in 

this use case as the aforementioned operations could greatly benefit from 
computation offloading aimed at reducing time to action. Operation and 
movement of AGVs requires low latency. The use of MEC could also speed up 
the decision-making process; 

o Relation with project objectives: objectives #1, #2, #3 and #4. 
 To enhance coverage within the warehouse, through connectivity extensions in the 

context of dynamic obstacles in a typical warehouse (shipments of goods can be 
stored differently resulting in unforeseen obstacles for communication channels). 

o Target innovation: Utilization of deployed AGVs, drones, and IoT controllers for 
opportunistic networking, capacity and coverage extensions based on the op-
erational context of a warehouse. All mobile nodes can provide range exten-
sion and IoT controllers act as communication/protocol gateways towards 
core network.  

o Relation with project objectives: Objective #3 

4.2 General context and set-up 

The Smart Warehousing UC will be deployed and validated in a warehouse provided by the 
project partner DIA. DEDICAT 6G enabling technologies and resources provided by partici-
pating partners will be integrated with the existing warehouse infrastructure (electrical net-
work, network infrastructure, deployed sensing and automation systems) and include on-site 
personnel in the actual experiments.  

4.2.1 Overview 

The DIA Warehouse “Imeros Topos” is located in NW Attica, 27 km from Athens city center 
(see Figure 1). The Warehouse is easily reachable via highway. Corresponding Google map 
coordinates: 

 Longitude: 23°37'35.51"; 
 Latitude: 38° 3'51.74". 
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Figure 1: Warehouse “Imeros Topos” location 

The following Table 1 provides a description of the warehouse in terms of the spatial/floor 
plan, data related to capacities, infrastructure, and equipment as well as indicative photos 
of the Warehouse.  

Table 1: Warehouse “Imeros Topos” Information 

Plan Resources 

 

 Height 11m; total storage area of 
18.270 m2 

 Temperature Controlled Areas  
 Storage Capacity of 21.825 Pallets  
 Inbound & Outbound through 25 

Ramps  
 Alarm and CCTV system  
 External > 2m fence   
 24/7 Guard and Additional Patrol dur-

ing the night  
 Fire Protection (sprinklers) System ac-

cording to Greek Fire Standards 
 UPS, 2 Electrical Generators 
 Solar panels  
 Wired and wireless network Infrastruc-

ture 
 Electrical pallet movers, forklifts 
 GPS monitoring and sealing shipping 

containers/trucks 

 

 

4.2.2 Actors involved 

Table 2 presents the “Warehouse ecosystem” in terms of the actors/roles and interrelation-
ships reflecting the current conditions and operational procedures. 
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Table 2: The Warehouse "ecosystem". 

Actor Role Relationship(s) 

Warehouse Manager Overall management Coordinates Technical Manager, 
Safety Manager and Warehouse 
Supervisors. 

Technical Manager 

 

Equipment monitoring and 
maintenance 

Coordinates Warehouse Supervi-
sors for everyday operations; in-
teracts with Technology, Net-
work and Equipment Providers 
for after sales tasks. 

Safety Manager Training, conformance to 
safety measures/standards 
etc. 

Coordinates Warehouse Supervi-
sors for everyday safety tasks. 

Robot/AGV(s) New actor to be included in 
the context of warehouse 
enhancement. 

This can act as a Mobile Access 
Point (MAP) providing dynamic 
coverage extension. It can also 
act as an edge node with com-
putation capabilities. Finally, it 
can assist in warehouse opera-
tions such as quality assurance or 
transporting products.  

Warehouse Supervisor(s) Supervision of flows and pro-
cesses within the warehouse 

Coordinates specific team(s) of 
workers, Forklift/Machine Opera-
tors and Packaging Personnel 

Warehouse Workers  Implementing warehouse 
processes e.g., picking, 
packing, checking, load-
ing/unloading. 

Implement certain procedures 
and follow Warehouse Supervi-
sor’s guidelines 

Forklift/Machine Opera-
tors 

Operation of forklift/ma-
chines in the context of 
warehouse processes. 

Implement certain procedures 
and follow Warehouse Supervi-
sor’s guidelines 

 

The above-described roles and interrelations are depicted in the following Figure 2. In this: 
 Equipment, Technology and Network Provider(s) are not participating in everyday op-

erations in real time; 
 DEDICAT 6G System needs to be linked to the existing roles; 
 Robots/AGV(s) needs to be linked to the existing roles. 
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Figure 2: Smart Warehousing "ecosystem". 

4.2.3 Set-up plan   

The setup shown in Figure 3 is considered at this time for realization of the Smart Warehousing 
use case. This set-up considers the following: 

 AGVs are deployed and configured to perform smart warehousing tasks; 
 Smart warehousing IoT system deployed and configured to perform smart warehous-

ing tasks; 
 Bluetooth Low Energy (BLE) beacons are provided for Mobile Assets (MA); 
 IoT system for access control is connected to electric locks; 
 Environmental sensors are connected to the IoT system; 
 Personnel are authorized and registered; 
 Smart warehousing layout/plan is digitalized; 
 DEDICAT 6G mobile app is installed on personnel mobile devices; 
 DEDICAT 6G web dashboard is provided to the Warehouse Manager; 
 DEDICAT 6G solutions for distributed computing, opportunistic networking and trust/se-

curity management are deployed and configured. 
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Figure 3: Smart warehousing use case setup plan 

4.3 Pre-requisites and Assumptions 

The main assumption for this scenario is that a Warehouse Manager seeks technological/IT 
solutions that will improve efficiency, boost performance and fortify safety of personnel and 
goods. Assumptions for the warehouse are the following: 

 Performance and efficiency of the warehousing processes can be improved with ad-
vanced AI and communication methods and mobile equipment for process automa-
tion; 

 Experience of personnel can be improved with IT based tools and smart user interface 
technologies; 

 Safety of personnel and stored goods can be improved with AI-based decision mak-
ing and advanced monitoring systems; 

 Layout of the warehouse might be changed (depending on organization of stored 
goods) and AI-based management systems should adapt to the changed context. 

The main pre-requisite for the scenario is that the DEDICAT 6G enablers and technologies 
provided by participating partners are integrated with existing warehouse infrastructure ad-
dressing the assumed requirements and smart warehousing goals. A more detailed list of pre-
requisites includes:  
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 Pre-requisite 1: DEDICAT 6G platform interface and edge components deployed; 
 Pre-requisite 2: Warehouse processes, infrastructure layout and floor plan digitalized – 

digital representation to be used by deployed smart systems; 
 Pre-requisite 3: AGVs deployed and configured for intelligence distribution, smart 

warehousing processes and robot-human interactions; 
 Pre-requisite 4: Communication network configured and enhanced to support ad-

vanced networking methods provided by DEDICAT 6G technology; 
 Pre-requisite 5: IoT edge nodes and sensors deployed to closely monitor conditions in 

the warehouse and perform smart actuation with the help of AI-based decision mak-
ing;  

 Pre-requisite 6: location BLE beacons deployed on key mobile resources (AGVs, fork-
lifts, etc.) and provided to personnel; 

 Pre-requisite 7: DEDICAT 6G Mobile app for personnel installed on smartphones or tab-
lets, providing the interface with the deployed system (notifications, configuration pa-
rameters, monitoring widgets, AR functionalities); 

 Pre-requisite 8: DEDICAT 6G dashboard provided for warehouse administrators/ man-
agers allowing them to manage all integrated processes, monitor performance, con-
figure and send notifications and alerts to personnel; 

 Pre-requisite 9: Smart warehouse remote control center for monitoring and remotely 
managing multiple warehouses – possibility for integration with the DEDICAT 6G dash-
board. 

4.4 Stories  

Some of the main actors in the smart warehousing scenario are warehouse workers focusing 
on their daily tasks and warehouse managers/administrators focused on improving overall 
efficiency, performance, and safety by applying new processes, organizing personnel and 
resources and remotely monitoring deployed systems. These main actors will interface with 
the deployed DEDICAT 6G systems and new technology in different ways. This is why the 
perspective of 1) a warehouse manager and 2) a typical warehouse worker is described in 
the two stories. 

The main services in the warehouse are:  
 Receiving:  

o Receipt of goods from customs office, airport, production site, etc. 
o Unloading directly to the appropriate storage areas;  
o Quantitative and qualitative - macroscopic – control; 

 Storage:  
o Storage of goods accommodating product specifications:  

 Controlled temperature;  
 High security materials;  
 Controlled substances; 

o Sorting and tracking of stock by material code, per lot / batch number and 
expiration date; 

o Storage control and inventorying in dedicated software and through Radio 
Frequency (RF) scanners; 

 Picking & Packing: 
o Checking of all orders through RF scanners; 
o Loading of orders through RF scanners on distribution vehicles. 

Notably, the primary operations within the warehouse include picking, forklift operation and 
loading; such operations are targeted as subject to optimization using the DEDICAT 6G en-
visaged system. More specifically reducing the actual movement of workers inside the 
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warehouse and automation of moving and transport for storing are expected to result in 
increasing productivity in the warehouse and labour cost optimization.  
As presented in Section 4.1 the goal of this use case is to improve efficiency of these services 
by applying DEDICAT 6G solutions for distributed/edge computing, opportunistic networking 
and distributed trust management together utilizing deployed resources like IoT system and 
AGVs. To this aim, we present two different stories in UC1.  

4.4.1 Story 1: Remote monitoring and configuration of smart warehouse 
by a warehouse manager 

Short description 

This story focuses on a warehouse manager who is responsible for setting up the strategy for 
improving performance, efficiency and safety of personnel and stored goods. This person 
also performs monitoring of the deployed resources and configured processes in order to 
assess overall performance and derive necessary updates. Finally, a warehouse manager is 
also responsible for interaction of the smart warehouse systems with the outside world includ-
ing the wider supply chain. The assumption is that a warehouse manager monitors the oper-
ations from a dedicated location/office which may or may not be at the same location as 
the warehouse itself. 

Story line 

The Smart warehouse manager uses DEDICAT 6G system and provided management dash-
board to configure smart warehousing processes and perform monitoring of achieved per-
formance, efficiency and overall safety. 

1. The warehouse manager is authorized on the DEDICAT 6G web dashboard and per-
forms the following tasks: 

a. The manager utilizes the dashboard to configure daily tasks for the fleet of 
AGVs including product quality monitoring parameters, interaction rules with 
warehouse personnel and product offloading/loading schedule; 

b. The manager configures environmental parameters for storing different goods; 
c. The manager configures daily safety rules for workers including social distanc-

ing and safety zones with configurable geo-fencing zones for different time pe-
riods and in line with offloading or loading schedule; 

d. The manager configures authorization levels for workers with respect to ware-
house areas. 

2. AGVs receive configuration parameters and perform daily tasks: 
a. The AGV performs processing necessary for navigation in line with tasks and 

conditions in the warehouse. The AGV automatically adapts to changing lay-
out as a result of goods being stored; 

b. The AGV maintains uninterrupted connection with smart warehousing systems; 
c. The AGV provides connectivity for IoT system and mobile devices running the 

DEDICAT 6G mobile application; 
d. The AGV reports its status and task completion to the warehouse management 

system. 
3. Based on the manager’s configuration parameters, indoor positioning of the mobile 

assets and personnel is performed through BLE beacons, environmental conditions in 
the warehouse are monitored and access to warehouse areas is managed with spe-
cific authorization rules: 
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a. The Smart Warehousing IoT system provides alerts to workers and the ware-
house manager when social distancing rules are breached (many workers in a 
small area); 

b. The IoT system provides alerts to workers and the manager when safety zones 
are breached; 

c. The IoT system opens doors for authorized personnel to access areas with strict 
access control rules defined by the manager and the manager is notified 
about personnel accessing a restricted area. These areas include storage 
rooms for pharmaceutical products; 

d. The IoT system collects and analyses data from environmental sensors (temper-
ature and humidity) and provides alerts to the manager if strict environmental 
conditions are not met in certain areas of the warehouse; 

e. The IoT edge controllers maintain communication channels with AGVs and 
among themselves in mesh networking mode so that uninterrupted access to-
wards the smart warehousing systems is ensured. 

4. The warehouse manager monitors smart warehouse processes through a web-based 
dashboard: 

a. The manager receives notifications when configured triggers are met; 
b. The manager can remotely configure and employ additional AGVs; 
c. The manager can remotely re-configure or turn off AGVs when needed; 
d. The manager can remotely revoke access rights for previously authorized per-

sonnel; 
e. The manager can access the camera feed on AGVs. 
f. The manager can get precise location of key mobile assets; 
g. The manager can direct personnel towards an area of interest or an asset; 
h. The manager can direct AGV towards an area or an asset of interest. 

4.4.2 Story 2: Automated operation and production in smart warehouse 

Short description 

This story emphasizes how a typical warehouse worker utilizes deployed technologies to per-
form daily tasks (goods inventorying, goods shipment, training of a new worker, warehouse 
maintenance, etc.) more efficiently and safely. Warehouse workers are these who directly 
interact with the deployed AGVs, goods and other warehousing infrastructure. They are per-
forming all their activities within the perimeter of the warehouse.  

Story line 

A smart warehouse worker interacts directly with deployed AGVs and IoT systems through 
provided control interfaces and with the DEDICAT 6G mobile application deployed on the 
worker’s smartphone or tablet (which might be used for standard inventorying, communica-
tion and other warehouse operations).  

1. Worker X works in the warehouse for some time and utilizes the DEDICAT 6G system in 
daily tasks. Worker Y is an intern who needs to go through the smart warehouse training 
process; 

2. X logs in to the DEDICAT 6G mobile app and receives a list of daily tasks as specified 
by the warehouse manager. Y installs the DEDICAT 6G mobile App, registers and is 
authorized as an intern; 

3. X inspects status reports of AGV#1 and AGV#2 and directs AGV#1 towards a product 
that needs to be moved to the loading bay while AGV#2 is directed to check the 
product status on the conveyor belt. X provides Y with instructions on how to utilize the 
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AR interface of the mobile app to navigate the warehouse. Y is instructed to escort 
AGV#1 to the loading bay; 

4. X receives a notification to check AGV#3 in the restricted area where pharmaceuti-
cal products are stored. X has the required authorization level to enter the area using 
the Smart Access IoT system guarding the door. X sees that the AGV has turned over 
on its side. X notifies Y that he needs help to put the AGV#3 in the upright position. X 
requests temporary authorization for Y to access the area. The manager grants one-
time access. Y uses the AR interface of the DEDICAT 6G application to navigate to 
the area of interest and is authorized to open the door. X and Y fix the AGV#3 and 
are back to the non-restricted area; 

5. Y goes back to monitor AGV#1 operation and performs product inventorying (e.g., 
counting boxes) in the prepared shipment using the AR capability of the mobile ap-
plication. A new shipment is being offloaded in the nearby loading bay and it con-
tains heavy products. Y receives a notification that dangerous goods are being of-
floaded by forklifts and to stay away from the area. After finishing the status check of 
AGV#1, Y by mistake crosses the geo-fencing line configured by the manager and 
receives notification about entering the danger zone. Y continues on the same path 
and AGV#1 intervenes and alerts Y to go back; 

6. AGV#2 reports that it has identified an issue with a product on conveyor belt based 
on the configured quality check procedure. The conveyor belt is stopped. X receives 
a notification and accesses the camera feed from AGV#2 to check the status of the 
product. The package appears to be damaged, or the smart label suggests that the 
product was not stored properly. X instructs AGV#2 to remove the product from the 
line. The conveyor belt is restarted. AGV#2 brings the damaged product to the in-
spection area while AGV#4 automatically takes over the conveyor belt inspection 
role; 

7. X and Y go to the common personnel area and receive an alert that there are too 
many people already there and social distancing cannot be followed;  

8. X and Y return to their tasks.  

4.5 Relation to the functional decomposition  

Here, we exposed the relation to the functional decomposition and must be seen as a link 
between the actions in performed in D2.2 context view UML diagrams for UC1 and the set of 
FCs defined in the DEDICAT 6G architecture.   

4.5.1 CE Management Setup 

The first UC1 UML diagram (Figure 4) starts with the Technical Manager setting up, through 
the cloud dashboard, the IDaaS parameters and request. In order to do so, the starting ac-
tivity includes creating an account and logging in to the platform in order to request the 
service and upload all necessary services whenever the service negotiation process suc-
ceeds.  

This first diagram is common to all UCs with still some variants depending on -for instance- 
whether the requested service is “Coverage Extension as a Service” or “Intelligence Distribu-
tion as a Service”. It is extensively described at the beginning of Section 3.  

In UC1, the requested service is IDaaS, therefore the set of parameters passed to the IDDM 
FC as first step of the ContractNet protocol, focuses on µSs and Edge Nodes only (along with 
deployment policy if any). Then, following the registration/login phase and after the terms of 
the service request negotiation have been agreed upon, the µS images together with their 
metadata (description) are uploaded to the µS/FC Repository FC and µS/FC Registry, respec-
tively. A deployment policy is also uploaded to the EC Policy FC and the terms of the SLA are 
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encoded and stored within the SLA factory FC where they will be enforced. Finally, the Ver-
tical Edge Node (EN) characteristics are uploaded to the EN Registry FC. 

Again, all these steps are achieved by the Technical manager, via the cloud Dashboard FC, 
even if for the sake of clarity, the latest steps in Figure 4 are materialized with straight arrows 
towards the in fine targeted platform FCs. 

 

Figure 4: Smart Warehouse ID management set-up UML 

4.5.2 AGV Deployment 

Following the agreed contract set-up in the previous UML diagram, Figure 5 shows how the 
platform accomplishes the needed µSs and FCs deployment based on the parameters 
passed during the previous negotiation phase (beginning of ContractNet). The µSs to be de-
ployed are therefore already known from the DEDICAT 6G platform, and along this set of µSs, 
some additional FCs need also being deployed so that the authentication and access con-
trol can be achieved locally in a SmartAccess360 physical system. This PS is physically de-
ployed at the Warehouse (bottom part of the figure) by the Technical Manager. 

The main workflow shows the IDDM FC taking the lead of this deployment task and instructing 
the Service Orchestrator FC to deploy the need FCs and µSs toward the Edge, within a des-
ignated SmartAccess360 PS. 

The deployed FCs are the AuthN, AuthZ and IdM FCs, complemented by the  Threat Analysis 
& Trust FC which performs threat detection in edge processing nodes. The three first FCs are 
involved as mentioned earlier in authentication and access control. 

SmartAccess360 will be physically deployed at the doors/gates side and run some dynami-
cally deployed DEDICAT 6G FCs (as edge FCs). Smart Actuation performs access control 
based on the AuthN/AuthZ/IdM FCs. 
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The three tasks shown in the diagram, involves 1/ deploying AGV at the warehouse (a DEDI-
CAT 6G staff member physically bring the AGVs on site and perform some set-up activities 
which are not in the scope of this scenario) 2/ get notified when the deployment is success-
fully performed (this does not require any active action from the Technical manager of the 
warehouse) and 3/ (as already mentioned) performing the deployment of the SmartAc-
cess360’s within the warehouse. Of course, the deployment of FCs and µSs can only be 
achieved after the AGVs and other PSs have been deployed. 

 

Figure 5: Smart Warehouse AGV deployment UML 

4.5.3 Smart Warehouse Worker Setup 

In Figure 6 we identify the actions related to the warehouse manager, worker and AGVs 
focusing on the warehouse pre-operation set-up. The manager utilizes the Manager Dash-
board and configures daily safety rules for workers, including social distancing and safety 
zones with configurable geo-fencing zones for different time periods and in line with offload-
ing or loading schedule. Also, the manager configures authorization levels for workers with 
respect to warehouse areas.  
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Smart Access 360 controller opens doors for authorized personnel to access areas with strict 
access control rules defined by the manager. The manager in turns gets notified about per-
sonnel accessing restricted area. This IoT system provides workers and manager with alerts 
whenever safety zones are breached. 

A warehouse worker interacts indirectly with deployed AGVs and IoT systems through pro-
vided control interfaces and with the UC1-specific mobile application deployed on the 
worker’s smartphone or tablet. The device can be used for standard inventory, communica-
tion and other warehouse operations. 

 

Figure 6: Smart Warehouse worker set-up UML 

4.5.4 AGV Management 

Figure 7 focuses on pre-operation Worker and AGV task configuration and management. 
Through the Manager Dashboard (bottom left of Figure 7), the warehouse manager can 
configure:  

 daily tasks for the fleet of AGVs including product quality monitoring parameters, in-
teraction rules with warehouse personnel and product offloading/loading schedule; 

 daily tasks for workers, which can be accessed via the worker APP (see Figure 8); 
 environmental parameters for storing different goods; 
 daily safety rules for workers including social distancing and safety zones with config-

urable geo-fencing zones for different time periods and in line with offloading or load-
ing schedule; 

 authorization levels for workers with respect to warehouse areas. 

The  Manager Dashboard also allows to view the overall status and processes of the ware-
house through dedicated cameras, view notifications e.g., on completed tasks, view precise 
location of key assets, direct personnel or AGVs towards an area of interest or an asset, view 
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AGV camera feeds, view real time data from the robots such as their status, battery level, 
availability and other statistical and historical data. 

Figure 7 focuses on the configuration of, on the one hand, workers’ task schedule and on 
the other hand,  AGVs task schedule plus time/space constraints and rules. The SmartAc-
cess360 hosts the Task/AGV Management (Mngt) µS that in addition to configuring and 
maintaining a worker’s task list, keeps track of a complex AGV task plan that relies on AGV 
capabilities (named RobotCap µS in the UML diagram). For example a complex AGV task 
can be “automated quality check” which consists of a robot being able to identify and pick 
up a product, interact with image analysis and depending on the result transfer the product 
to the corresponding warehouse area.  More detail on how capabilities relate to the AGV 
Operation FC is available in the following section. 

As mentioned, the same component -Task/AGV Mngt µS- is responsible for describing and 
assigning tasks to both warehouse workers and AGVs  

 

Figure 7: Smart warehouse AGV management UML 

4.5.5 Smart Warehouse Worker Workflow 

Smart Warehouse worker workflow is presented in Figure 8. The worker in the warehouse uti-
lizes the DEDICAT 6G system in daily tasks, logs in to the mobile app and receives a list of tasks 
as specified by the warehouse manager from the Task/AGV Mngt µS that centralizes task 
plan for the AGV and task to-do-lists for the workers. Workers register and (as authorized users) 
receive tasks and AGV-related notifications. 

As it can be seen in the figure, a worker, - navigating his Worker APP- can be notified new 

tasks (as specified and assigned by the Warehouse manager in previous figure), can access 

tasks descriptions, can report a task as completed and can also be notified various alerts.  
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Figure 8: Smart Warehouse worker workflow UML 

From the AGV point of view, a task is seen as an “orchestration” of high-level capabilities 

(RobotCap#i in the following picture). These capabilities exploit the basic actions a robot 

can perform, e.g., raise a robotic-arm, grasp an object, move to a pre-defined location, 

identify a parcel based on a QR-code, etc. as provided by the AGV Operation FC.  

In order to remain efficient, µS related to an AGV should be executed sat a certain perfor-

mance level. Would this level drop, the efficiency of the AGV would be jeopardized and 

would require entering into an Intelligence Distribution scenario, where capabilities need to 

be transferred to another AGV that would eventually take over the initial AGV for the remain-

ing of its allocated tasks.  

Beside these atomic actions an AGV can perform, the AGV Operation FC also provides ac-

cess to information about the AGV status (Battery level, on/off and deployment-related in-

formation) for EN management purpose (like docking for battery charging). 

Since an AGV task is monitored and orchestrated end-to-end by the Task / AGV Mngt µS, 

this component knows whenever a robot task has been either completed successfully, 

aborted or ongoing. The story is different when it comes to workers’ tasks;  in that case that 

µS needs explicit notification from the worker (“Confirm Done” action and arrow) through 

the worker’s APP. 
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While the worker APP running on the worker’s tablet/smartphone is meant to offer the nec-
essary GUI to deal with her daily work (i.e., accomplishing a list of pre-determined/assigned 
tasks), the Warehouse Manager can check and follow-up on the progress of both workers 
and AGVs tasks via the Manager Dashboard which communicates directly with the 
Task/AGV Mngt µS.  

The same dashboard is used for other actions like setting tasks up as explained in previous 
figures. Finally, the manager can also check the physical status of the AGVs (i.e., “get AGV 
phy. Status” action). 

4.5.6 Capability Migration 

This last UML diagram (Figure 9) elucidates one case of µS migration from one AGV to another 
AGV, and more precisely a set of AGV capabilities (#3, #7) from AGV#1 to AGV#6. We do 
not come back here on the rationale and criteria for such intelligent distribution which is 
already explained in previous Section 4.5.5. 

 

Figure 9: Smart Warehouse Capability Migration UML 

Before the actual µS migration can take place, several actions occur in the background: lot 
of agents and awareness native DEDICAT 6G components are at work, collecting infor-
mation about the execution status of the deployed FCs and µSs on the one hand and about 
the Edge Node status (i.e., the AGV) on the other hand.  

Based on this information Load Balancing takes place within each Robot (locally to one PS 
then). It may happen however that the Load Balancing FC alone can’t maintain good 
enough execution performance for some of the embedded µSs resulting in overall degraded 
AGV operation or overall vertical application (in this case Smart warehousing) performance 
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in terms of latency, energy efficiency and business operation (some of these are captured 
within specific KPIs).  

In that case (and that is what Figure 9 shows) the overall task - as currently assigned to AGV#1 
in the Task / AGV Mngt µS - needs being reallocated to another robot, say AGV#6 with the 
proper set of capabilities needed to accomplish the needed tasks. Which AGV becomes 
the target of the capability migration is under the responsibility of the IDDM FC. It is to be 
noted that when deciding to instantiate these two capabilities in AGV#6, the IDDM FC takes 
into account existing dependencies between the capabilities in order not to disrupt or jeop-
ardize their proper execution in AGV#6. As a result, more µSs than just #3 and #7 may be 
eventually instantiated in AGV#6. Also, the Task /AGV Mngt µS gets notified about these 
resulting actions so that replacement of AGV#1 by AGV#6 can be considered for the re-
maining tasks. 
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4.6 Requirements  

The following two tables, Table 3 and Table 4 respectively, give the list of 1) functional and 2) non-functional (e.g., business or societal) 
& non-technical requirements pertaining to the Smart Warehouse UC only. As exposed in Section 2, for the sake of clarity, the modi-
fied requirements are presented in yellow and the new ones in green colour. 

4.6.1 Functional requirements 

Table 3: “Smart Warehousing” list of functional requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 FREQ Security Distributed identity management. Ability 
to identify and authorize devices/equip-
ment and actors without access to cen-
tral identity provider. 

H The edge computing system must be able 
to perform identity and trust manage-
ment autonomously in emergency situa-
tions 

Check - Identity provided 
and verified with and with-
out access to centralized 
identity provider 

2 FREQ Monitoring 

 

Collecting performance logs from edge 
computing and communication nodes 
and systems in the backend. Local edge 
computing systems must be able to log 
performance of processes and resource 
utilization in every operational context.  

H Locally deployed computation and com-
munication systems must be able to per-
form monitoring of established emer-
gency processes and act on collected in-
formation in line with a pre-defined set of 
rules. Collected data is sent to the central 
platform for performance analysis and 
updates for local decision-making mod-
els. Exact performance metrics will be de-
fined within the project. 

Access and completeness 
analysis of collected logs. 

3 FREQ Interfacing DEDICAT 6G mobile app for configuring 
and utilizing the deployed solution in-
stance. Used by warehouse personnel 
and management. 

H Mobile app to be developed to support 
smart warehousing use case. It will be the 
main interface through which end users 
interact with the system. 

Mobile app published and 
tested in experimental set-
ups. 

4 FREQ Interfacing DEDICAT 6G web dashboard for admin-
istration of the system instances and mon-
itoring performance metrics of DEDICAT 
6G resources and services (metrics to be 
specified within project) 

H Web dashboard to be provided for ad-
ministrating the overall DEDICAT 6G sys-
tem, performance monitoring and 
maintenance. It can be specialized for 
specific stakeholders of the project use 
cases.  

Web dashboard available 
on URL and tested in experi-
mental setups. 
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5 FREQ Security Configurable authorization levels for the 
deployed DEDICAT 6G systems 

H Accessible functionalities in smart ware-
housing setup should depend on prede-
fined authorization levels: DEDICAT 6G 
admin, warehouse manager, warehouse 
personnel, test user 

Configurable authorization 
levels implemented and 
tested. 

6 FREQ Replicability Solution must be replicable to different 
types of warehouses 

H It is important that processes configured 
for one smart warehouse can be applied 
(with minimal reconfigurations) to differ-
ent warehouse setups. This will ensure high 
exploitation potential of the solution. 

Emulation of a new smart 
warehouse layout and 
check the base set of DEDI-
CAT 6G operations in a new 
context. 

7 FREQ Trustworthiness  Trustworthiness assessment for each de-
vice participating in distributed compu-
ting and opportunistic networking based 
on predefined trust metrics as part of the 
DEDICAT 6G trust management system 

H Devices and services must establish and 
confirm trust before engaging in data ex-
change. Trustworthiness will be assessed 
with trust metrics (for devices, interfaces, 
users, processes, decisions, etc.) to be im-
plemented within DEDICAT 6G trust man-
agement system. 

Trust metrics calculated and 
tested in experimental set-
ups. 

8 FREQ Trustworthiness Trustworthiness assessment for each pro-
cess initiated through distributed compu-
ting and based on trust metrics defined in 
the project and use case and imple-
mented within DEDICAT 6G trust manage-
ment system. 

H Devices and services must establish and 
confirm trust before engaging in data ex-
change. Trustworthiness will be assessed 
with trust metrics (for devices, interfaces, 
users, processes, decisions etc.) to be im-
plemented within DEDICAT 6G trust man-
agement system. 

Trust metrics calculated and 
tested in experimental set-
ups. 

9 FREQ Edge processing AGV performs edge processing for self-
navigation and interaction with personnel 
and warehouse systems 

H AGV will act as a mobile computing node 
capable of analysing collected infor-
mation and making decisions in context 
of smart warehouse operation and DEDI-
CAT 6G system operation 

Software developed and 
deployed. Data analysis 
and decision-making algo-
rithms implemented in code 
as part of AGV firm-
ware/subsystem. 

10 FREQ Edge processing IoT controllers perform edge processing 
and decision making for indoor position-
ing and monitoring of environmental pa-
rameters 

H Deployed IoT system should include edge 
IoT controllers capable of performing 
data analysis and decision making in con-
text of smart warehouse operation and 
DEDICAT 6G system operation. Edge IoT 
controllers will allow smart warehousing 
operation to be performed with and with-
out support or access to the server side 
processes. 

Software developed and 
deployed. Data analysis 
and decision-making algo-
rithms implemented in code 
as part of IoT controller’s 
firmware/subsystem. 
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11 FREQ Edge processing DEDICAT 6G mobile app performs pro-
cessing necessary for AR interface 

M DEDICAT 6G mobile app should be able 
to perform data analysis processes and 
decision making by using computing and 
data storage resources of mobile devices 
(smartphone or tablet) on which it is de-
ployed. This way the AR features can be 
supported with and without access to 
centralized services. 

Check in experimental 
setup. Mobile app installed 
on a mobile device and 
check that it is capable of 
performing implemented 
ML tasks required for AR 
functionality. 

12 FREQ Communication AGVs directly exchange information 
among themselves, with IoT system and 
personnel mobile devices 

H DEDICAT 6G system must enable flow of 
data between different participating 
nodes, within the scope of a smart ware-
house, through direct communication 
channels. This way data from a source 
(e.g., sensor) can reach its destination in 
different paths comprising communica-
tion channels between different de-
ployed communication and processing 
nodes. This will ensure uninterrupted ser-
vices, data exchange and decision-mak-
ing capabilities performed over locally 
deployed resources. 

Check that data can be 
sent between any pair of 
deployed devices (IoT con-
troller, AGV, mobile device, 
sensor). 

13 FREQ Communication IoT controllers are able to reach serv-
ers/cloud system through auxiliary com-
munication paths 

M If a direct communication channel (wired 
or wireless) between IoT controller and IoT 
system server/cloud is disabled or over-
loaded, the controller should be able to 
utilize local wireless communication net-
work to reach a node with access to the 
Internet/cloud services. 

Disconnect/ disable primary 
interface and observe that 
IoT controller is able to con-
nect with the cloud system. 

14 FREQ Security On demand incident report  L The DEDICAT 6G system must be able to 
provide incident reports or any other re-
port on demand through the web dash-
board. 

Trigger reporting procedure, 
receive test report and 
check its content.  

15 FREQ Security, privacy 

and trust 

Local resources and private data stored 
in the devices and nodes used for cover-
age extension and intelligence distribu-
tion should be protected. 

H This needs to be enabled so that data ob-
tained from a field node cannot be used 
in malicious manner. 

Check that data in local 
storage is encrypted with se-
lected method. 

16 FREQ Data -  

Virtual entity 
Digital representation of a warehouse 
(floor plan, system layout) is supplied to 
the decision-making system 

H Most of the smart warehousing decision 
making processes require digital repre-
sentation of the warehouse context 

Process for creating ware-
house virtual entity 
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(systems, layout, mobility paths, personnel 
etc.). 

implemented and tested 
through emulations. 

17 FREQ Security, privacy 

and trust 

A device or node shall not be used for dy-
namic coverage extension or intelligence 
distribution without the approval of the 
user/owner/operator of the device/node. 

H Node/resource owners must be able to 
make decisions about their resources and 
devices being utilized in local ad-hoc net-
works with devices belonging to other us-
ers.  

Approve two out of three 
nodes and trigger coverage 
extension or intelligence re-
distribution and observe 
which nodes are involved in 
ad-hoc networks. 

18 FREQ User interface AR interface for smart warehouse use 
case for mobile apps 

H Smart warehouse use case scenarios re-
quire AR interface for realization of the 
objectives. This interface will be part of 
DEDICAT 6G mobile application. 

AR interface implemented 
as part of DEDICAT 6G mo-
bile app and tested in ex-
perimental setups. 

19 FREQ Sensing Environmental sensing system deployed 
and configured to interface with IoT sys-
tem 

H It is important to monitor environmental 
conditions (temperature and humidity) to 
make sure that product storing require-
ments are met. 

Check that the IoT system 
collects and transfers sen-
sory readings to DEDICAT 6G 
AI models and decision-
making processes.  

20 FREQ Notification DEDICAT 6G smart warehousing proce-
dures can send push notifications to man-
agers and personnel 

H Push notifications provide information on 
daily tasks, alerts and status of the DEDI-
CAT 6G resources. 

Check that push notifica-
tions are delivered to DEDI-
CAT 6G mobile application 

21 FREQ Safety Configurable safety zones and parame-
ters  

H IoT system needs to support configurable 
safety zones through web dashboard in-
terface where digitalized warehouse lay-
out is provided. These zones need to be 
configured by warehouse manager in line 
with operating context (e.g., offloading of 
dangerous products).  

DEDICAT 6G web dash-
board provides interface for 
safety zone configuration. 
IoT system monitors loca-
tion/movement of mobile 
assets and personnel and 
sends triggers when a mo-
bile asset or personnel mem-
ber enters safety zone. 

22 FREQ Machine  
learning 

High precision indoor positioning per-
formed with edge computing and utilizing 
fixed, mobile nodes and BLE beacons 

H The indoor positioning will be used for 
tracking mobile assets and for triggering 
safety rules based on proximity of tracked 
assets and personnel.  

DEDICAT 6G web dash-
board displays precise loca-
tion of tracked assets and 
personnel and their BLE bea-
cons on the warehouse lay-
out. Location precision is in a 
radius of 1 meter. 

23 FREQ Machine  
learning 

AGV route adapts to changes in ware-
house layout 

M AGVs need to adapt to changes in ware-
house layout as result of offloading and 

Set mobility route (point A to 
point B) for AGV, put 
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placement of products – dynamic obsta-
cles.  

obstacle on the route and 
monitor AGV ability to reach 
destination without manual 
reconfiguration.  

24 FREQ Machine  

learning 

Decision making based on monitored en-
vironmental parameters (temperature, 
humidity) 

M DEDICAT 6G system needs to be able to 
provide decisions/alerts/ notifications 
based on results of analysis of collected 
environmental sensor readings.  

Emulate sensory data out of 
predefined range and ob-
serve decision making algo-
rithms result in triggering 
event. 

25 FREQ Networking/ 

Machine  

learning 

Decision making for coverage extension H DEDICAT 6G system must run algorithms 
for coverage extension decision making 
in order to enable uninterrupted access 
to key resources and services by all partic-
ipating nodes and with specific focus on 
mobile nodes like AGVs.  

Move AGV in warehouse 
area without fixed wireless 
network (the main network 
used within warehouse) 
coverage and observe 
other communication 
nodes establish communi-
cation link towards the AGV. 
AGV maintains access to 
core services. 

26 FREQ Coverage/net-

working 

The system shall be able to make deci-
sions on the creation, reconfiguration and 
termination of an ad hoc coverage ex-
tension network.   

H  DEDICAT 6G system in smart warehousing 
scenario must be able to automatically 
decide on creation, update and termina-
tion of ad-hoc networks for coverage ex-
tension and for auxiliary communication 
paths for critical system elements. 

Check based on experi-
mental setup. We need a 
project-level fit criterion for 
this requirement. 

27 FREQ Load balancing The system shall be able to make deci-
sions on how intelligence should be dis-
tributed among nodes  

H DEDICAT 6G system in smart warehousing 
setup must be able to decide when it is 
required to perform distribution of intelli-
gence processes (AI/DA/ML), which 
nodes should be used, which functions 
should be distributed to which nodes, etc. 

Check based on experi-
mental setup. We need a 
project-level fit criterion for 
this requirement. 

28 FREQ Security, privacy, 

trust 

Communication between all nodes shall 
be realized in a secure and trusted man-
ner. 

H Data protection must follow best practice 
standards in communication channel en-
cryption. 

Check based on experi-
mental setup. We need pro-
ject-level fit criterion for this 
requirement. 

29 FREQ Remote man-

agement 

AGVs can be shut down remotely M Warehouse managers need to be able to 
remotely shut down AGV in case it is faulty 
in any way or in case energy needs to be 
reserved.  

Trigger AGV shutdown 
through web dashboard 
and observe AGV ceasing 
all operation.  
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30 FREQ Coverage/Net-

working 
AGVs/Robots, Drones and other devices 
should be able to communicate with 
each other and with the “central” net-
work infrastructure. 

H This is required for setting up an ad hoc 
network where an AGV/robot or drone 
may be playing the role of a mobile ac-
cess point (MAP). 

Check data propagation 
between end points (ping 
messages between points). 

31 FREQ Coverage/Net-

working 

Relaying shall be supported by central 
nodes or by edge nodes.  

M This will allow forwarding of data and con-
trol signalling in the scope of dynamic 
coverage extension through an ad hoc 
network.  

Move AGV in area without 
fixed wireless network (the 
main network used within 
warehouse) coverage and 
observe other communica-
tion nodes establish com-
munication link towards the 
AGV. AGV maintains access 
to core services. 

32 FREQ Coverage/net-

working 

It shall be possible to identify the need for 
a dynamic coverage extension.  

H  DEDICAT 6G system in context of smart 
warehousing needs to be capable of 
identifying coverage extension needs 
and opportunities while relying on AGVs 
and deployed IoT system. 

Check that trigger is 
properly recognized. We 
need project level fit-crite-
rion for identifying the need 
for coverage extension. 

33 FREQ Coverage/Net-

working/ Load 

balancing 

It shall be possible to identify the need for 
(re-)distribution of intelligence.  

H DEDICAT 6G system in context of smart 
warehousing needs to be capable of 
identifying (re)distributed intelligence 
needs and opportunities while relying on 
AGVs, mobile devices with DEDICAT 6G 
app and deployed IoT controllers. 

Check that trigger is 
properly recognized. We 
need project level fit-crite-
rion for identifying the need 
for redistribution of intelli-
gence. 

34 FREQ 

  

Coverage/Net-

working 

Device and infrastructure capable of set-
ting up a connection 

H A device in an ad hoc coverage exten-
sion network shall be able to set up a con-
nection with the central infrastructure. The 
infrastructure shall be able to trigger a de-
vice in an ad hoc coverage extension 
network to set up a connection. 

Check that a device in an 
ad-hoc network can ping 
the central infrastructure. 
Check that the infrastruc-
ture can trigger the device 
to set up a connection with 
other devices.  

35 FREQ Coverage/net-

working 

More than one coverage extension net-
works shall be supported at the same 
time. 

H Different ad-hoc networks established 
across shared nodes and in close vicinity 
must minimize mutual interference and 
share resources. 

Setup two ad-hoc networks 
and monitor communica-
tion performance metrics 
(delay, packet drop rate, 
throughput).  
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36 FREQ Load balancing It shall be possible to dynamically distrib-
ute computation between central and 
edge nodes 

H Intelligence can be distributed across 
central and edge nodes based on the 
needs of the operational context. 

Check that process for data 
analysis can run on central 
and at least two edge 
nodes in a federated man-
ner. 

37 FREQ Coverage/Net-

working 

Load balancing 

The system shall be context aware.  H The system shall be able to obtain infor-
mation on application, service and net-
work goals and objectives to be 
achieved, as well as potential policies. 
The system shall be able to obtain infor-
mation on capabilities of network ele-
ments, MAPs and edge devices in terms 
of communication networking (e.g., Ra-
dio Access Technologies (RATs) and spec-
trum, capacity, and coverage), physical 
movement, the type of the MAP, compu-
tation capabilities, storage capabilities 
and available power. The system should 
maintain information and knowledge on 
the context that has to be addressed in 
terms of computation tasks, power con-
sumption requirements, a set of mobile 
nodes that need coverage, mobility and 
traffic profiles of the different nodes, radio 
quality experienced by client nodes, op-
tions for connecting to wide area net-
works, the locations of docking and 
charging stations for drone and robot 
MAPs and the current locations of the ter-
minals and MAPs’ elements. 

Check based on defined 
experiments. Check that the 
system is able to infer the 
current system context/situ-
ation.  

38 NFREQ Usability The user perceived quality of ser-
vice/quality of experience shall not be 
negatively affected by the dynamic cov-
erage extension and intelligence distribu-
tion. 

H  The coverage extensions and distributed 
intelligence must improve or maintain 
perceived QoE and QoS in order to justify 
the creation of ad-hoc opportunistic sys-
tems.  

We need project level fit cri-
terion for user QoS and QoE 
assessment 
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4.6.2 Non-functional and non-technical requirements  

Table 4: “Smart Warehousing” list of non-functional and non-technical requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 NFREQ Interoperability New resources and systems can be con-
figured to interoperate with the deployed 
DEDICAT 6G resources 

M Deployed DEDICAT 6G smart warehous-
ing solution should be scalable in a sense 
that additional systems and resources 
can be integrated and made interopera-
ble. 

Emulate addition of a new 
IoT system and test interoper-
ability. 

2 NFREQ Safety Ensure wellbeing of personnel through en-
vironmental monitoring 

M Warehouses bring certain risks for person-
nel wellbeing because of dangerous 
goods, strict environmental conditions un-
der which goods need to be stored (e.g., 
freezing temperature or low humidity) 
and especially in context of COVID-19 
pandemic it might be challenging to 
maintain social distancing. DEDICAT 6G AI 
systems can help to minimize risks associ-
ated with personnel wellbeing by provid-
ing alerts if danger/safety risk is identified. 

Emulation of risk/dangerous 
situations by putting data 
values outside defined 
ranges and observing that 
DEDICAT 6G system performs 
predefined actions – sends 
alerts and notifications.  

3 NFREQ Productivity Efficient training of personnel using AR 
tools 

H DEDICAT 6G system should support reali-
zation of advanced AR interfaces as part 
of mobile application. AR must help per-
sonnel to speed the learning curve (learn 
warehouse layout, processes and rules). 
Trainers and managers can provide points 
of interest for trainees through the AR in-
terface. 

Check AR performance and 
acceptance with ware-
house personnel. Assess ease 
of use and collect feedback. 
It is important that usage of 
AR does not interfere with 
the overall safety of the per-
sonnel. 

4 NFREQ Efficiency Warehouse automation improves energy 
efficiency 

M Certain automation processes might re-
sult in improved energy efficiency. Lights 
can be turned off in an area of the ware-
house without personnel. AGVs can oper-
ate in conditions which are less energy 
demanding (in dark, sub-optimal temper-
ature etc.). 

Assess with warehouse oper-
ator which processes can be 
subject to energy saving and 
under what conditions AGVs 
can be left to work without 
on-site supervision. This strat-
egy can be translated into 
monthly energy bill reduction 
by assessing current energy 
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consumption of employed 
resources. 

5 NFREQ Cost reduction Edge computing offloads server pro-
cesses and reduces cloud costs 

L Cloud/server capacities can be lowered 
if most of the procedures are performed 
on the edge. Cloud can be responsible 
for data storing and strategic decision 
making. 

Compare processing tasks 
performed on the 
cloud/central server with 
and without processing on 
edge devices like IoT control-
ler and AGVs.  

6 NFREQ Cost reduction Reduce internet bandwidth consumption L Edge computing reduces internet band-
width usage since most data are ana-
lysed locally. 

Check internet bandwidth 
usage of outbound channel 
with and without edge pro-
cessing.  

7 NFREQ Cost reduction Management of multiple warehouses 
through one control center  

M Remote AGV and IoT system monitoring 
and management in real time must be 
supported from the central management 
office in order to ensure cost effective 
management of multiple warehouses. It 
can also create opportunities for out-
sourcing smart warehouse management 
to specialized 3rd parties. 

Emulating multiple ware-
houses. 

8 NFREQ Networking Remote access to deployed DEDICAT 6G 
resources and equipment must be ena-
bled 

H Warehouse managers must be able to 
manage deployed resources (AGVs, IoT 
system) remotely with minimal latency. 

Warehouse manager sends 
command (e.g., make 
sound signal) to AGV 
through web dashboard ac-
cessed over Internet. Ware-
house manager can trigger 
onboard relays of IoT control-
lers remotely – door opens.  

9 NFREQ Scalability The system should work with other models 
of AGVs and IoT equipment 

L It should be enabled that DEDICAT 6G sys-
tem can with minimal adaptations in-
clude 3rd party AGVs and IoT systems to 
be on-board. These new systems will have 
to host DEDICAT 6G logic. 

We would need 3rd party 
open platform devices to 
test this portability. 

10 NFREQ Ethical The system shall follow appropriate health 
and safety procedures conforming to 
 relevant local/national/EU guide-
lines/legislation in order to protect the en-
vironment and people.  

H Health and safety procedures need to be 
translated into system automation and 
decision-making processes provided by 
DEDICAT 6G system.  

Translate selected regula-
tions into a specific set of au-
tomation and decision-mak-
ing rules. Confirm complete-
ness. 
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11 NFREQ Ethical The system should keep a log of places, 
moments and trajectories where personal 
data is compiled, 
 transferred, stored, deleted, anonymized 
(or pseudonymized) or processed in any 
other way.  

M This is important for privacy and data pro-
tection audits that can be requested by 
the warehouse manager or regulatory 
bodies.  

Setup logging procedure, 
generate logs and check 
their completeness in differ-
ent experimental setups.  

12 NFREQ Business Labour optimization through reduction of 
warehouse personnel moving within the 
warehouse  

M The system will rely on AGVs and IoT sys-
tems to minimize the need for personnel 
to have to walk to certain areas in order 
to check the status of a process/key asset. 

Enable step count app (can 
be 3rd party) on personnel 
mobile devices and com-
pare step counts with and 
without DEDICAT 6G solution 

13 NFREQ Business Productivity increase through automation 
of picking/packing operations 

H DEDICAT 6G smart warehousing resources 
will automate the product handling oper-
ations – AGVs will be able to move prod-
ucts and perform quality inspection with 
camera and other sensors. 

Check that AGV is able to 
perform package handling 
operation with experimental 
setup. 

14 NFREQ Interfacing/In-
teroperability 

DEDICAT 6G should be able to interface 
with selected systems already deployed 
in locations where use cases are realized 

M Interfacing can be done through existing 
APIs, control points, databases etc. 

Interoperability with key services and re-
sources already deployed in a warehouse 
is needed. 

Integration completed and 
tested with message ex-
changes between end 
points. 

15 NFREQ Replicability Solution can be deployed and config-
ured for different types of warehouses 

H It is important that solutions developed for 
one smart warehouse deployment can 
be applied to other smart warehouses 
with minimum re-configurations. 

Emulating different smart 
warehouse setups and moni-
toring system performance 

16 NFREQ Privacy Privacy sensitive information from person-
nel must be anonymized when stored and 
processed 

H Privacy protection must be ensured with 
best practice approaches for anonymiza-
tion of identifiable personal information 
when transferred and stored. 

Check data collected at 
source (personal data) and 
check data when stored in 
database – confirm that 
data is anonymized.  

17 NFREQ Data protection Business sensitive data should not be 
stored outside of smart warehouse logical 
perimeter 

M Warehouse managers can select data 
that need to remain within warehouse 
logical perimeter and not transferred to 
3rd parties. 

Check that data is stored 
only in the local database. 

18 NFREQ Usability End-users shall not be involved in the pro-
cesses for dynamic coverage extension, 

H The system complexity should be hidden 
from the user.  

Check that coverage exten-
sion and intelligence redistri-
bution is performed 
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intelligence distribution and security, pri-
vacy and trust assurance. 

automatically without user 
intervention and that these 
processes are transparent to 
the user.  

19 NFREQ Usability The user perceived quality of ser-
vice/quality of experience shall not be 
negatively affected by the dynamic cov-
erage extension and intelligence distribu-
tion. 

H  The coverage extensions and distributed 
intelligence must improve or maintain 
perceived QoE and QoS in order to justify 
creation of ad-hoc opportunistic systems.  

We need project level fit cri-
terion for user QoS and QoE 
assessment 
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5  “Enhanced Experience” (UC2) 
The Enhanced Experience use case focuses on live public events that are characterized by 
a dense number of local users (participants) as well as remote participants enabling virtual 
attendance. In such a use case, the underlying mobile network will be stressed by the users 
accessing their devices and even through live streaming from the site [7] [8]. As a conse-
quence, a large audience is vying for the same network resources within a small area [9]. In 
addition, large crowds would move from one venue to another depending on the time and 
places (e.g., multiple stages attract varying sizes of audience). In this case, dynamic network 
coverage is needed to provide increased seamless connectivity [10], [11]. The DEDICAT 6G 
solution for Enhanced Experience focuses on these issues and strives to provide richer quality 
of experience to local spectators as well as delivering enhanced live experience to remote 
users using B5G/6G networking. 

5.1 Use case objectives and relation to project objectives 

The scenario objective precisely follows most of the project objectives #1, #2, #4, #5, #6, #7. 
The aim is to develop adaptive, dynamic solutions for human-centric applications that are 
not only efficient in terms of energy and time, but also enhance the experienced quality of 
service. A solution for dynamic distributed edge intelligence will be provided in order to im-
prove task execution time and response to B5G/6G support for innovative, low-latency ap-
plications. Improved coverage will have dynamic expansion for people anywhere, anytime 
for enhanced real-time experiences. Furthermore, human-centric user applications between 
humans and digital systems will showcase the novel interaction developed in DEDICAT 6G. 
The showcases and demonstrations in real operational environments will emphasize the 
value and novelty of the Enhanced Experience UC. 

5.2 General context and set-up  

5.2.1 Overview 

Public mass events tend to have a large audience with different roles. We consider the se-
lected on-site users, who are vying for the same mobile network resources amongst other 
local users using the network for their tasks. The other users in the audience are considered 
as mobile traffic generators.   

5.2.2 Actors involved 

 On-site users (audience): The selected users who have access to DEDICAT 6G solutions 
and / or platform. These users have sophisticated B5G devices accessing the privi-
leged modes on the network infrastructure. These users can also have the opportunity 
to use enhanced smart video streaming applications and smart glasses;   

 Remote users: These users are located out of the event area; in homes, parks, or other 
remote places with access to mobile networks. They could have virtual participation 
with improved quality of experience. They possess DEDICAT 6G software for the video 
playback application;    

 Event organizers: Their role is to provide access for the DEDICAT 6G group for the area, 
permission to perform experiments, and to provide multimedia content. 
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Figure 10: The set-up in the Enhance Experience use case. 

5.2.3 Set-up plan 

The site set-up includes ultra-high-definition video cameras, mobile devices, smart glasses 
and a B5G capable mobile network.  The hidden network infrastructure contains dynamic 
intelligence implemented via enhanced AI algorithms, routing, and computation pro-
cessing. In addition, Mobile Access Points (MAPs) are included to provide dynamic cover-
age.  

5.3 Pre-requisites and Assumptions 

 Mobile communication B5G network supports the technology developed in DEDICAT 
6G (e.g., multicast support, smart glasses connectivity); 

 The live streaming supports streaming over Network Address Translations (NATs); 
 Local users are equipped with mobile devices with the selected video streaming soft-

ware and B5G mobile connectivity. The selected users can also be equipped with 
smart glasses and / or smart applications for enhanced experience and easier navi-
gation; 

 Remote users are equipped with mobile devices (smartphones or tablets) with the 
middleware and application enabled to receive unicast or multicast streams. 

5.4 Stories  

The three stories planned for the Enhanced Experience use case take place in two locations: 
On-site (public venue such as music concert) and in a remote location (user’s 
home etc.) considered as a means for virtual participation. The stories focus on providing a 
more efficient DEDICAT 6G technology for on-site participants as well as narrowing the bor-
der between physical and virtual presence for such public events. To be precise, Story 1 con-
centrates on improving the on-site experience, Story 2 enhances the virtual experience re-
motely and Story 3 combines the previous stories a via live service for remote users.  
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5.4.1 Story 1: On-site participant at public event 

This story takes place in a public organized event, which can be a music concert, sports 
event, etc. In this story we take the music concert as an example. 

Short description 

“You are participating in a live public event, such as a live music concert with multiple stages, 
and you are glancing at the event brochure thinking about which artist to see next. Suddenly 
your mobile phone alerts you and you receive a live video stream from your friend who has 
found a great position close to the stage of the artist you are also interested in. You begin 
the navigation according to the stream and find yourself quickly with your friend to watch 
your favourite band. After a while, you remember that some of your friends are not partici-
pating in the concert at all, and you decide to invite your friends. Since you are connected 
to a smart mobile network cell, which is enabled with the sophisticated DEDICAT 6G technol-
ogy, you can easily launch a mobile video streaming service with your modern smartphone 
and high-definition camera even if there is a number of other mobile users competing for the 
same network resources.” 

“From the brochure, you find that each event is scheduled on a different stage. Viewing the 
event-stage mapping information, you can move to the target stage and find places to 
watch the event. Since the network adopting the DEDICAT 6G technology will provide dy-
namic coverage for connectivity extension, you can connect to the network to share/send 
video streaming content from anywhere in the event venue.” 

Story line 

1. Local user X notifies local user Y of an interesting artist starting the performance via 
notification, text message, or direct link within the dedicated application;  

2. Local user Y accesses the link via a dedicated software application using the existing 
B5G mobile network connection;  

3. Local user Y can navigate to X by using the stream as a guide; 

4. Local user X / Y launches live streaming from the dedicated software application visi-
ble to remote users. It can be either a private unicast access link or a broadcast 
stream;  

5. Imperceptible to the remote user Y, smart edge processing and caching is taking 
place in the network via dedicated algorithms; 

6. Local user X can move to at different stage and can access the network for video 
streaming data transmission;   

7. Imperceptible to local user X, network connectivity between MAPs and users is estab-
lished dynamically via intelligent algorithms. 

 

5.4.2 Story 2: Remote participant for online streaming 

This story takes place in a user’s home premises, but it can also be located outside a live 
event area. 

Short description 

“You are staying at home when your friend contacts you via mobile and live streams real-
time video from a concert. You live through an enhanced remote experience as if you were 
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amongst the members in the audience by using virtual presence through VR glasses. At some 
point you receive another stream notification from the event organizers, which is yet another 
access link to a live stream from the concert.” 

 Thus, the high-quality content from static cameras is distributed to a large audience for vir-
tual participation in the event. COVID-19 is an excellent example of such a use case, where 
the event organizers are not necessarily postponing the event, but instead are live streaming 
the performances to paid users. 

Story line 

1. User X provides the access to a live video stream from the concert to remote user Y’s 
mobile phone. It can be e.g., a notification, txt message or direct link via a dedicated 
application; 

2. Remote user Y accesses the link via a mobile device using his mobile B5G connection. 
User Y is location independent; 

3. Remote user Y can switch from one stream to another within the app in order to have 
the ability to experience varying viewing angles e.g., from different concert stages; 

4. Imperceptible to remote user Y, smart edge processing and caching is taking place 
in the network via dedicated algorithms. 

 

5.4.3 Story 3: “Massive” Video streaming on Facebook Live 

This story takes place in the user’s home premises, but it can also be located outside a live 
event area. 

Short description 

This story takes place during a concert in an area (stadium, concert park, etc.) where the 
concert attendees gather and enjoy the shows (different scenes feature various bands and 
music styles). Then they engage in live streaming activities. Two actors are involved: the main 
actor –say user X- is a music concert enthusiast who attends a concert, and the second 
(category of) actor is one of X’s FaceBookTM live followers. A so-called Connected Car has 
been deployed at the beginning of the concert in order to increase radio capacity as the 
event is expected to be the first massive Facebook Live event over 6G.  

Story line 

1. User X sets up a Facebook Live on FaceBook and offers live streaming from the event 
he is attending. Doing so, he is aligned with the public streaming rules from the concert 
organizer; 

2. Using his last generation AndroidTM2 smartphone, he easily set a private Wi-Fi hotspot 
up; 

3. X then connects his SmartGlass to his Android phone. Doing so, he can use the em-
bedded camera of his SmartGlass in order to live stream what he sees and listens to 
from the concert (a.k.a. WYSIWIS); Maximum resolution is chosen so that the Facebook 
Live followers can enjoy an enhanced high-quality and smooth (near-zero latency) 
video streaming experience; 

 

 
2 Android is a trademark of Google LLC. 
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4. In order to increase the radio capacity, a connected car is provisioned by the Event 
Organizer when negotiating and setting-up the Coverage Extension service with DED-
ICAT 6G; 

5. The concerts starts and despite the pouring rain, tens of people, just like X, start video 
streaming to their own Facebook Live account. As a group they are able to cover the 
totality of the featured bands simultaneously and offer a unique experience to their 
followers; 

6. On the other side of the Internet, thousands of followers can enjoy a one-of-a-kind 
experience of high resolution “multi-stage” video streaming, on the HD TV in the com-
fort of their homes. 

5.5 Relation to the functional decomposition 

The Enhanced Experience use case (briefly UC2) identified several actors with their main ac-
tions in D2.2 [2], which are now refined in this section with their relation to FCs. The rough 
division for actions is done between the actions comprising the necessary deployment set-
up basically to DEDICAT 6G platform and actions performed by the use case attendees in 
the actual event. The first one contains pre-actions that are necessary to be done before 
the dedicated use case related actions are launched.    

5.5.1 Service set-up  

Figure 11 presents how the event organizer can initiate a Coverage Extension service request 
towards the DEDICAT 6G platform and provide all needed material for its implementation. 
The interactions between the Event organizer (registration, login, service set-up, uploads, 
etc.)  and the platform are covered by the Dashboard FC through its GUI.  

First the organizer registers into the platform by providing the account details including email 
address and name against the set username and password, which follows the normal user 
authentication procedure into the platform in the login phase.  

AuthN FC (authentication) as a background process in the platform handles this action, re-
layed by the Dashboard FC. In the UC2 it is essential to request CE in the area where mobile 
users are vying from the network resources and are possibly in the limitations of signal recep-
tion. Since UC2 is targeting public events such as outdoor concerts, limitations for MAP usage 
exists i.e., drones are not allowed to fly over the area. This means that coverage extension 
will be ensured through the deployment of a terrestrial i.e., a Connected Car.   

Such a CEaaS request comes with some essential request parameters: event site coordinates 
(GPS) used for Connected Car deployment, QoS level for each UE, and capacity in terms of 
the number of users. Furthermore, the µSs description to be deployed in the platform as well 
as deployment policy (which can be empty) is also informed to the system, because they 
are important criteria to be taken into by the CEDM FC and IDDM FC during the DM process.  

When the negotiation phase has been successfully completed further steps are achieved as 
explain in Section 3: the deployable µS images together with their descriptions are uploaded 
to the DEDICAT 6G service repository (respectively µS/FC Repository FC and µS/FC Registry 
FC) alongside the possible policy for further deployment and load balancing purposes (EC 
Policy Repository FC).  The DEDICAT 6G functionality and description of the CEDM & IDDM 
co-operation is explained at the beginning of Section 3 as it is part of the common approach. 
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Figure 11: Enhanced Experience CE Management set-up UML 

 

5.5.2 Deployment setup  

Figure 12 presents the application deployment where needed FCs and µSs are actually de-
ployed at the edge within the different PSs (Connected Cars). The deployment is initiated by 
the IDDM FC which instructs the Service Orchestrator FC to deploy the needed FCs and µSs 
according to the optimal Task/Edge node allocation that results from the IDDM decision 
making process. Whenever more than one Connected Car are deployed on site, the various 
FCs and µSs will be spread among them according to that Task/Edge node allocation. 

Going a bit more in the detail of UC2 µSs, Enhanced Experience deploys two main compo-
nents into the edge: mobile multicast service (namely as Multicast/Unicast) and video 
streaming service (Video Streaming p/f). These can be located either in a dedicated 
edge/MEC or as a distributed architecture where the services are decentralized to different 
physical edge locations e.g., for decreasing the service latency (improving QoS, bringing 
service closer to end users).   

Multicast service comprises two components, the actual mobile multicast streamer (Mul-
ticast/Broadcast) and the service controller responsible for selecting either mobile unicast or 
multicast channel for the delivery e.g., according to the number of online users. Video 
streaming service contains the origin database for live streams as well as video transcoder, 
which can conduct multiple representations of the same stream for unique client devices.  

As depicted earlier at the beginning of Section 3, the Service Orchestrator also deploys and 
keeps track of these services by updating the edge node and µS/FC repositories regarding 
their status of deployment. 
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Figure 12: Enhanced Experience application deployment UML 

5.5.3 Event participant - actor interactions 

Next, we proceed to run-time actions and functionalities invoked by the users of the En-
hanced Experience use case. As depicted in Figure 13, in this use case the event attendee 
can play either role as content producer or consumer. Here, the event attendee’s role refers 
to the on-site users defined in Section 5.2.2. First, we take a look at the producer role in which 
the attendee possesses either Smart Glasses, Smartphone, or both. We concentrate primarily 
on using mobile B5G networking for delivering the live content into MEC for a wider video 
audience. Smart Glasses rely on mobile Wi-Fi hotspot for the network connection, which is 
initialized by its user during the configuration phase and then paired between the 
Smartphone and Smart Glasses. WPA2 authentication will be used for protecting the dedi-
cated hotspot connection from other users. In the configuration phase, the video parame-
ters (e.g., bitrate, resolution) according to the QoS (possible network limitations)/QoE (user 
exceptions) requirements are set.  

Once the configuration is done the attendee can start “live” streaming to the edge/MEC 
server either by using direct connection from the Smart Glasses (via the network connection 
of the SmartPhone) or from the SmartPhone app. The next node in the streaming path is a 
Video Streaming platform, which can be a dedicated microservice in the edge/MEC or a 
third-party legacy system Facebook Live. Either way, the fundamental functions of both plat-
forms are to transcode the video stream ensuring it becomes suitable for different end de-
vices and available for content distribution.  

As mentioned in earlier sub-section, the dedicated MEC services will be selected through 
decision making components in order to gain the most suitable PS location that optimizes 
the selected KPIs (e.g., latency, energy efficiency).  

The Distribution Unit (DU) is connected both to UE devices as well as to edge/MEC platform 
for providing the B5G connectivity. The Video Streaming platform is feeding also the content 
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for the mobile Multicast service, which currently requires stream-specific parameters in order 
to have correct timing and scheduling for the actual service. The multicast service alongside 
the multicast controller will interconnect with the DU in the MAP and schedule the service 
either via unicast or multicast depending on the number of users as well as service availabil-
ity. These parameters are gained from the Network Performance Analytics FC, which on the 
other hand will feed the visualization unit. Naturally, Logging FC will handle and output the 
logs from the micro services so that performance metrics can be inferred.  

 

Figure 13: Local attendee – user interactions for content production UML 

The next UML diagram, Figure 14, represents a similar diagram as Figure 13, but focuses now 
on the content consumption role. In this diagram the role of Event Attendee assumes both 
on-site and remote users. Video players are playing a key role in this scenario. First the user, 
who can be located physically in the event area or at a remote location such as at home, 
needs first to agree to the terms of service before accessing the playback service. Two as-
pects are valid: generally, the user must accept the terms of using playback application, as 
well as allow push notifications to the device. These notifications originate from the video 
service platforms as well as multicast service for announcing live content is available. Simi-
larly, as in Figure 13, the SmartPhone and multicast services are connected to the DU.   

After the user launches the video playback either from the advertised link or from the secured 
URL, Network Performance Analytics FC retrieves the information statistics of the connected 
client alongside the essential network KPIs.       
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Figure 14: Local and remote attendee – user interactions for content consumption UML 

 

5.5.4 Load Balancing Scenario 

Figure 15 illustrates a scenario of Load Balancing relying on IDDM FC (for the decision part) 
and the Service Orchestrator FC (for the decision implementation part). This is done basically 
in the background in DEDICAT 6G, beyond the reach of the event organizers. The Load Bal-
ancing functionality is important in this use case since it can distribute the load more evenly, 
or even precisely for specific MEC servers capable of processing the heavy computing tasks. 
In order to relocate or scale a specific µS or FC up, the IDDM FC needs a precise picture of 
both Edge Node and running µSs and FCs. This information is provided by µS/FC status agent 
FC and EN status agents FC that aim at collecting performance and resource usage indica-
tors.  In our use case, the Video Transcoder is a typical µS which can be placed (migrated/du-
plicated, even virtually) to different locations depending on the need. Such offloading can 
decrease the load from the nearby MECs towards the edge closer to users, which on the 
other hand, can even decrease the downlink latency.  
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Figure 15: Enhanced Experience Load balancing UML 
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5.6 Requirements  

The two following Table 5 and Table 6 respectively give the list of 1) functional and 2) non-functional and non-technical (e.g., business 
or societal) requirements pertaining to the Enhanced Experience UC only. 

5.6.1 Functional requirements 

Table 5: “Enhanced Experience” list of functional requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 FREQ Load balancing When UE devices support the multi-con-
nectivity feature, UE association solution is 
required to fully utilized network resources. 

H Depending on a given condition (includ-
ing the traffic congestion levels of net-
works, channel conditions, etc.), UE can 
be connected to networks via multiple 
links at the same time (e.g., a MAP and 
macro-BS).   

Measured: The efficiency of 
load balancing will be de-
rived from the measured 
network performance.  

2 FREQ Performance 
/Machine Learn-
ing 

The dynamic changes of networks condi-
tions and performance over time are col-
lected and analysed in a central node. 

H Various network conditions (including the 
traffic load levels, traffic spatial distribu-
tion patterns, etc.) and the network per-
formance achieved multiple Access 
Points (AP) can be analysed for coordina-
tion of multiple APs with machine learn-
ing. 

Checked.  

3 

 

FREQ Radio Coverage 
/Load balancing 

 

Location of each MAP which is for capac-
ity/coverage extension needs to be effi-
ciently decided. 

L MAPs’ positions will impact on various net-
work performance (e.g., the num. of 
served UEs, sum data rate, spectral effi-
ciency, energy efficiency, etc.) 

Measured: When the loca-
tions of heavy data traffic 
generation vary over time, 
whether MAPs’ position can 
be decided. 

4 FREQ Performance, 
networking, load 
balancing 

Ability to dynamically switch from unicast 
to multicast 

H According to the number of simultaneous 
users’ handover from unicast to multicast 
is done for bandwidth savings.  

A decrease in mobile data 
traffic will be monitored and 
measured.  

5 FREQ Networking, plat-
form 

The live streaming from the event to multi-
ple simultaneous users 

H The mobile multicast feature usage needs 
support from the operating network and 
requires guaranteed input throughput 
and latency.   

BMSC server messages help 
to resolve possible interoper-
ability issues. 

6 DC Platform, scala-
bility 

The system-wide functionality is prioritized 
to Android mobile devices and 
Linux/Macintosh laptops 

M Video applications and dynamic net-
working solution are primarily designed 

n/a 
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without the support for iOS and Windows-
based systems.    

7 DC Security, edge 
computing 

Dynamic edge placement with compu-
tation offloading requires NAT/firewall free 
access from the operating network  

H Video transcoding or processing in the 
edge requires firewall-free access to the 
server for pushing content from several 

sources. 

n/a 

8 DC Platform, UE 
characteristics 

The Smart Glasses have device-specific 
restrictions for usage in live streaming 

H Camera resolution: 5M pixels (2592x1944) 
with embedded Autofocus feature. The 
output video frame rate depends on the 
resolution. Operating system: Android  

n/a 

9 DC Networking The Smart Glasses have device-specific 
restrictions for Wi-Fi connectivity 

H The Smart Glasses are using 2.4 GHz WIFI 
and could not use 5 GHz Wi-Fi 

 

n/a 

10 FREQ Logging System must be able to log performance 
of processes, resource utilization, their op-
erating parameters and the network 

H For debugging and to perform evaluation 
of the performance of the system. 

Several parameters are suc-
cessfully logged 

11 FREQ Operability, net-
working, cover-
age 

System must be able to decide when dy-
namic coverage extension or dynamic 
computation is needed 

H To allow efficient device usability and 
communication in all circumstances 

Tested according to system 
needs 

12 FREQ Load balancing The system should be able to manage the 
load distributed on the edge nodes 

M To avoid too much load and optimize op-
erating parameters on specific devices, 
especially when computing power is lim-
ited. 

Tasks are allocated within 
application-specific time 
constraints. 

13 FREQ Usability End-users shall not be involved in the pro-
cesses for dynamic coverage extension, 
intelligence distribution and security, pri-
vacy and trust assurance. 

H The system complexity should be hidden 
from the user.  

 Checked. 

14 FREQ Usability The user perceived quality of ser-
vice/quality of experience shall not be 
negatively affected by the dynamic cov-
erage extension and intelligence distribu-
tion. 

H The system complexity should not de-
crease the quality experienced by the us-
ers. 

 Measured, observed. 

15 FREQ Security, privacy, 
trust 

Communication between all nodes shall 
be realized in a secure and trusted man-
ner. 

H  The system operation and configuration 
should be restricted to DEDICAT staff only.  

 Checked. 
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16 FREQ Platform, usability Push-up notifications to user devices  M The system should enable announce-
ments of live streams to mobile multicast 
supporting devices 

Tested, observed. 

17 FREQ Usability The attendee shall possess Smartphone 
for using Smart Glasses with mobile net-
work 

H The Smart Glasses require a mobile 
hotspot for connecting the service into 
live streaming session.    

Checked 

18 FREQ Security, platform The system must enable secure network 
usage and data upload and delivery 

H Several security aspects apply: mobile 
hotspot shall be secured (e.g., WPA2 pro-
tected access), video streaming server 
shall be accessed only by dedicated us-
ers, Facebook Live shall allow connec-
tions only to invited members 

Checked 

19 FREQ Monitoring The system must monitor the essential net-
work parameters 

H (e.g., throughput, latency, number of ser-
vice users) and devices-specific indica-
tors (e.g., CPU/GPU allocation, execution 
time, resource utilization and operating 
parameters) for providing the necessary 
status info to Service Orchestrator   

Tested  

20 DC Operability The Multicast service requires specific 
video parameters for timing and schedul-
ing the service 

H The video transcoder needs to produce 
MPEG-DASH compliant stream with fixed 
segment length according to 3GPP-DASH 
standard 

Checked 

21 DC Networking, op-
erability 

The video bitrate shall not exceed net-
work limitations regarding throughput  

H Mobile network (DU/RU) sets practical lim-
itations to the throughput which might not 
match with the theory (standard)  

Checked 

22 FREQ Load Balancing The required micro-services can be distrib-
uted into various edge nodes for load bal-
ancing in the platform 

M Load distribution to edge nodes is moni-
tored and the service Orchestrator can 
re-distribute micro-service for better load 
balancing.   

Checked 
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5.6.2 Non-functional and non-technical requirements  

Table 6: "Enhanced Experience" list of non-functional and non-technical requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 NFREQ Privacy, ethics The live-streaming video could expose 
the faces of participants who do not want 
to be. 

H Unless some background-blurring feature 
is not supportable for senders, event at-
tendees’ faces can be exposed in the 
video. Relevant terms and conditions 
should be prepared and agreed upon by 
participants. 

Compliance with regula-
tions 

2 NFREQ Business The public events are totally cancelled H Total cancellation due to worldwide pan-
demic. 

Restrictions imposed by gov-
ernment/ event organizers 

3 NFREQ Validation, verifi-
cation 

Measuring the success rate H How the DEDICAT 6G system or sub-sys-
tem performs, what succeeded and what 
did not.   

Pass/Fail criteria 

4 NFREQ Performance Measuring the performance of the devel-
oped components 

H Measure, evaluate and analyse the de-
veloped components via performance 
indicators 

Comparison to key perfor-
mance indicators (KPIs)  

5 NFREQ Data Sharing/uploading of multimedia content 
might not be allowed by event organizers 

 For paid events, the event organizers 
could impose limitations to share/upload 
their event videos. Such conditions should 
be clearly notified to participants. 

Compliance with regula-
tions and restrictions im-
posed by event organizers 

6 NFREQ Performance, 
Radio coverage, 
Networking 

The wireless network in the event area 
should fulfill the basic requirements in 
terms of coverage, bandwidth and la-
tency for live video streaming  

H Live video streaming from the event re-
quires constant minimum throughput and 
latency, especially in the uplink.  

Compliance with mobile 
network characteristics 

7 NFREQ Privacy, ethics Video streams are not stored  H The streams are not recorded and are 
purely used as live streams.  

Compliance with regulation 

8 NFREQ Cost reduction, 
Efficiency  

Reduce number of bits in the mobile net-
work 

H Multicast instead of unicast reduces the 
core network load, delivers the live stream 
more efficiently to end users. 

Comparison to KPIs 
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9 NFREQ Energy efficiency Reduce the service energy H Use of mobile multicast instead of unicast 
can save the total system power/energy 
in different nodes 

Measured if possible 

10 NFREQ Interoperability The use of Smart Glasses for event staff M The Smart Glasses can be used in public 
events not only for entertainment pur-
poses but also for providing enhanced 
safety in the area 

Comparison of the results 
achieved with the aspect of 
event area workers 

11 NFREQ Cost reduction Dynamic edge offloading can bring cost 
reductions 

M Some of the run-time functionalities can 
be offloaded to edge/MEC dynamically 
depending on the service needs. A dedi-
cated task offloading should allow flexible 
task performance. 

Comparison of the current 
cloud costs for the devel-
oped mechanisms 

12 NFREQ Usability The end users should not be affected neg-
atively by the DEDICAT 6G platform func-
tionalities  

H The coverage extensions and distributed 
intelligence must improve or maintain 
perceived QoE and QoS 

Pass/Fail 

13 NFREQ Usability End-users shall not be involved in the pro-
cesses for dynamic coverage extension, 
intelligence distribution and security, pri-
vacy and trust assurance. 

H The system complexity should be hidden 
from the user. 

Check that coverage ex-
tension and intelligence re-
distribution is performed au-
tomatically without user in-
tervention and that these 
processes are transparent to 
the user. 

14 NFREQ Usability Supporting microservices with user-de-

fined functionalities. 

H For microservices allowing users to define 
part/all of the functionality, the DEDICAT 
6G platforms should provide as operating 
system, compiler, library and hardware in-
dependent design and programming in-
terface as possible. Besides ordinary par-
allel and distributed functionality devel-
opment, only the intrinsic properties re-
lated to data, operations for processing it 
and dependencies between them would 
need to be addressed. 

Comparison to current 
practices. 
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6  “Public Safety” (UC3) 
Public Safety stakeholders are facing a transformation in the field of mission management 

started with the 4G technology and the expansion of IoT solutions. The use case, focusing on 

Public Safety, will support the description of the innovation brought by B5G/6G technology 

in leveraging First Responders mission when they are engaged in disaster management and 

support information sharing with the population in order to reduce the stress and risk incurred 

by the crisis with emphasis on distributed intelligence, dynamic coverage extension, security 

and human in the loop. 

The scenarios related to the Public Safety use case are defined on the basis of two major 

contexts: 

 The loss of network infrastructure after a natural disaster in a non-urban environment: 
this context describes the problem of critical communication connectivity for First Re-
sponders; 

 Non-sufficient connectivity during a crisis in a large event with a large crowd: this con-
text describes the issue encountered by First Responders and the population during a 
crisis when the network infrastructure is overloaded and/or degraded. 

6.1 Use case objectives and relation to project objectives 

The Public Safety use case aims to demonstrate innovation delivered by the DEDICAT 6G 
project for Augmented First Responders in order to pave the way to the future of Mission and 
Business Critical solutions. 

The project will offer ubiquitous, resilient, real-time and high-capacity services. This objective 
is related to the following DEDICAT 6G global objectives: 

 Objective #1: Provide imperceptible end-to-end latency and response time with min-
imal energy and resource consumption in B5G networks for the support of innovative 
applications; 

 Objective #2: Dynamic, efficient expansion of the communication environment to 
enable access to all people, information and goods anywhere, anytime in an ultra-
real time experience; 

 Objective #3: Reinforce security, privacy and trust in B5G systems to support ad-
vanced IoT applications. 

The demonstrations run-up based on the scenarios will be evaluated through the following 

global KPIs: Latency, availability, reliability and response time. 

6.2 General context and set-up  

Natural or man-made disasters are obviously different in nature; the former may occur in an 
organized (concert) or unorganized context in the same way random shooting/bombing 
events occur. Natural disasters like earthquakes or bushfires do not involve so-called security 
teams, but response teams. These response teams are mainly triggered by citizens, either 
directly using dedicated numbers, or indirectly using e.g., 112 in EU. 

Two research and study papers have shown how drone based 5G network deployment [12] 
and CRAN based 5G resources allocation [13] can enable resiliency and enhance critical 
communication for Public Safety. The DEDICAT 6G project will aim to demonstrate through 
the two next contexts how it will leverage response and communications capacity for Mission 
Critical (First Responders) and Business Critical (Security Team) users. 



D2.3 Revised Scenario Description and Requirements                  

 DEDICAT 6G - ICT-52-2020 – G.A: 101016499                                    64 

A recent paper described how 5G leverage Context and Situational Awareness for Public 
Safety based on video processing and virtualized ecosystem [14]. Beyond 5G and 6G, the 
goal of the DEDICAT 6G project will be to demonstrate higher capacity in leveraging Situa-
tional Awareness with a rapid deployment of connectivity to support faster data processing 
and sharing. 

6.2.1 Overview 

Context #1: loss of network infrastructure after a natural disaster 

Objectives of the context: 

1. Support Disaster Response by making communications available for First Responders; 
2. Provide tools and services for End-to-End mission management; 
3. Alert and inform distress population. 

These context goals relate to the use case KPIs: 

 Availability: Deployment of network infrastructure with UAV-based (drones) mobile ac-
cess point; 

 Reliability: Use of Connected Car enabling a variety of communication technologies 
(5G, satellite…) in First Responder vehicles; 

 Response time: Use of innovation devices and applications for response time improve-
ment; 

 Latency: 6G dynamic coverage mechanisms. 

The demonstration will take place at Airbus outdoor area. Airbus has specific authorization 
for the flight of drones on its premises. 

Actors from partners involved in UC3 will participate by playing different roles (First respond-
ers, civilians, casualties). In order to support dissemination, end users and stakeholders will be 
invited to assist or participate. 

Context #2: non-sufficient working communication services during 
large event and large crowd 

Objectives of the context: 

1. Improve communication services for Mission and Business Critical situations; 
2. Inform and share guidance with the public in order to keep them in a safer location; 
3. Data collection from mobile device sensors. 

The goals of this context relate to the use case KPIs: 

 Availability: By supporting critical communication services based on mobile access 
points (drones, robots, smart devices); 

 Reliability: By the use of AGVs in First Responders’ vehicles and deployment of B5G 
systems; 

 Response time: By utilizing mobile devices for sensor data collection based on crowd 
sensing techniques; 

 Latency: B5G/6G dynamic coverage mechanisms. 

The demonstration will take place on Airbus’ indoor area (specific meeting rooms). 

Actors from partners involved in UC3 will participate by playing different roles (First respond-
ers, crowd, attack perpetrator). In order to support dissemination, end users and stakeholders 
will be invited to assist or participate. 
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6.2.2 Actors involved 

We will consider a super-set of actors for these scenarios: 

 First Responders: Actors involved in organizing the emergency response (including res-
cuers specialized in first aid), complementing on-site medics (in case of an organized 
context). They are not present on site when the event occurs but are deployed rap-
idly. They are responsible for handling casualties and evacuation (starting with routing 
people to a safer place). They are also responsible for 1) deploying extra network ca-
pability (which is not necessarily needed in an organized context) and 2) communi-
cating/coordinating with the security team already present on site, if any. They are 
equipped with smart glasses for the sake of efficiency and are the main provider of 
an evacuation plan; 

 Security team: Actors who are part of the event staff in an organized context. In the 
case of a disaster occurring in that context (terror attack / fire / uncontrolled and 
sudden crowd movements), they are the first responders: Their duties are 1) to provide 
first aid via on-site medics, 2) to route people to a safer place, 3) to trigger intervention 
of a response team and finally 4) to coordinate with them. Likewise, they are 
equipped with smart glasses; 

 Event organizers: In the context of the event, the event organizers are responsible to 
provide the Quick Response (QR) code for a nominative digital ticket and the availa-
bility of the event application to leverage the entertainment experience and safety 
rules to follow during the event; 

 Event attendees or citizens: They are the actors at “the wrong place and time”. They 
are the recipients of disaster handling (from first responders and rescuers) and receive 
guidance via their mobile phones (hence the need for an undisrupted and properly 
scaled mobile network). They also have the ability to request help or to report suspi-
cious activity to the security team using the event application or emergency call, e.g., 
112. 

The different actors in the Public Safety use case will be played by partners and stakeholders 
during demonstrations: 

 People from partners involved in the use case will take part as actors in the use cases; 
 Stakeholders invited and agreed as volunteers to participate (formal GDPR agree-

ment will be provided); 
 Other resources: Drones, Connected Car, Access and Core Network (5G, B5G/6G), 

smartphones and other communication devices. 

The DEDICAT 6G project will make sure that all participants in the demonstrations in both 
contexts will be volunteers and they will sign a letter of engagement as volunteers, describing 
the data to be used, the capacity to check, modify, or ask to delete the data. 

6.2.3 Set-up plan 

Set-up includes ready-to-deploy drones for the DEDICAT 6G platform, the deployment of 

smart devices (smartphones, smart glasses, smart watches, etc.) for First Responders and Se-

curity team. In case of the use of smart devices like smart glasses or smart watches, such 

devices will be connected to the DEDICAT 6G platform through a smartphone which will 

serve as a Wi-Fi hotspot. 

First Responders are equipped with Mission-Critical (MCS communications, Mission Manage-

ment) running on their smart devices and the Security team is equipped with Business-Critical 

applications. Both Mission-Critical and Business-Critical applications are subscribed to the 
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DEDICAT 6G platform. Applications (Android or iOS) will be preinstalled and configured on 

their devices or available on a private web portal. 

Attendees to the event in the context #2 will receive a digital ticket with a QR-Code for 

identification and they will have access to an application dedicated to the event. 

6.3 Pre-requisites and Assumptions  

The following paragraphs describe the common pre-requisites and assumptions in both con-
texts of Public Safety UC3: 

 First Responders will take part in both contexts in order to provide rescue and safety 
to the population and event attendees. They are equipped with smart devices 
(smartphone, smart glasses, smart watches, etc.) and they are enrolled in the DEDICAT 
6G platform in order to allow multimedia sharing (picture, video, localization, map-
ping, voice, etc.); 

 First Responders have specific applications to communicate and mission manage-
ment: MC-PTT, MC-VIDEO, MC-DATA, Mobile Mission Management, Remote Expert; 

 Mobile Access Points are available and can be rapidly deployed on-demand by the 
response team. They are self-organizing drones (networked in an ad-hoc manner) 
acting as B5G/6G cells and providing high availability/reliability and enough band-
width for supporting the needed communication occurring during a natural disaster 
or terror attack. Quantifying the communication needs for a proper deployment is 
paramount here; 

 Mobile Access Points offer private and secure communication for First Responders and 
Public communication capabilities with MEC services in order to support communica-
tion for citizens when the commercial infrastructure is overloaded or lost. 

 Time T0 is related to the initial phase of response to the crisis immediately after the 
disaster or emergency; 

 Time T0+TRECOVERY is the time related to the end of recovery phase after which the DED-
ICAT 6G communication infrastructure is available; 

 Time T0+TDEPLOY is the time related to the end of First Responders human and asset de-
ployment, after that time First Responders enter into Mission Management phase. 

Following items are specific pre-requisites for context 2: 

 Since different terror attacks occurred, event tickets are nominative, a QR-code em-
beds the attendee’s name and given name in order to avoid fake IDs. To maximize 
the event experience, the ticket will be delivered digitally, and the attendee will be 
invited to download and install the official event organizer’s application. The applica-
tion will collect key information (gender, mobile phone number, email address, health 
disability for specific care). The use of the application can only be done by accepting 
the terms and conditions and including for that purpose a consent form. A GDPR dis-
claimer notice stating that all private information will only be used in case of a safety 
emergency and will be destroyed after the event ends; 

 When attendees use the event application, they are asked to turn on the GPS location 
service on their smart phone;  

 The Security Team is equipped with smart devices in order to share information (routing 
information, point of interest on a map, etc.); 

 The Security Team has dedicated business critical applications running both on An-
droid and iOS devices. The application allows business critical communication, real-
time video sharing, mapping with positioning. 
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6.4 Stories  

To conduct demonstrations and make evaluations regarding KPIs defined for the DEDICAT 
6G project, this section describes 6 stories related to the two contexts. 

Context #1: 

 Reconnect First Responders immediately after a disaster in a non-urban environment; 
 Inform the population of the situation; 
 Innovative tools for efficient End-to-End Disaster Response. 

Context #2: 

 Evacuate the crowd to safer places during a crisis; 
 End-to-End Crisis management; 
 First Responders / Public interaction and cooperation. 

6.4.1 Story in the context 1: Loss of network infrastructure after a natural 
disaster 

 

Figure 16: Critical Communication recovery after the loss of network infrastructure 

Story 1: Reconnect First Responders immediately after a disaster in a 
non-urban environment 

The goal of this story in the context #1 (see Figure 16) is to explore and evaluate deployment 
of a dedicated infrastructure after a natural disaster in a non-urban environment. During a 
natural disaster and the loss of the communication infrastructure, the DEDICAT 6G platform 
will be used to allow critical communication for First Responders available and allows the use 
of their own Mission Critical devices and applications. 

This story does not take into account the disaster preparedness phase. The First Responders 
have received the coordinates of the area impacted by the natural disaster. The story starts 
immediately after the disaster. 
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The KPIs will be evaluated through the following measures: 

 Measure time for deployment of communication resources in the field; 
 Examine the types of vehicles as well as other resources, e.g., personnel/other equip-

ment, involved in the response by the various actors; 
 Test and demonstrate technology / operating standardized tools, guidelines, methods 

or mechanisms. 

Story description: 

1. Immediately after the disaster, at time T0, the weather condition allows the flight of 
drones; 

2. The Command-and-Control Center operator has integrated the disaster area coordi-
nates into the system in order to calculate the optimal positioning of drones to get the 
optimum coverage; 

3. Drones for Critical infrastructure deployment and video collection are sent to the dis-
aster scene. 

4. First Responders go to the disaster area with their vehicle; 
5. At time T0 + TRECOVERY, critical infrastructure has been deployed and First Responders 

(Control and Command Center, and in vehicles) start to receive real-time pictures 
from the scene on their devices (smartphone, smart glasses, etc.);  

6. From the pictures received in real-time and mapping, First Responders identify the po-
sition to arrive with vehicles, position of first identified victims and risks on assets to be 
protected; 

7. At time T0 +TDEPLOY, vehicles arrive on the scene and First Responders engage resources 
to rescue identified victims and perform actions to secure the assets. 

8. The First Responders are able to communicate between themselves in order to share: 
a. The On-going task situation; 
b. Care of victims; 
c. Support for securing the assets; 

9. During the different missions performed, First Responders are able to use their smart 
devices to collect, share and visualize information; 

10. The First Responders maintain the DEDICAT 6G platform until the rescue activity finishes 
and commercial network infrastructure recovers. 

Story 2: Inform population on the situation 

The goal of this story in the context #1 is to explore and evaluate deployment of an infra-
structure after a natural disaster in a non-urban environment in order to make communica-
tions available for the population in distress and inform them on the situation. 

This story starts at time T0 + TRECOVERY. 

The KPIs will be evaluated through the following measures: 

 Measure time for deployment of communication resources in the field; 
 Measure quality of service. 

Story description: 

1. The DEDICAT 6G private critical communication infrastructure is available at the 
scene; 

2. The Command and Control Center operator enables a public virtual wireless connec-
tivity based on the DEDICAT 6G platform to allow communication for the population; 

3. The DEDICAT 6G public virtual wireless connectivity is available; 
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4. The population’s communication devices are subscribed to the newly deployed criti-
cal infrastructure and are able to call emergency services in order to ask for support 
and rescue; 

5. The Operator at the Command and Control Center sends information through the 
infrastructure to the population: 

a. Updated information on the situation; 
b. Advice on how to keep safe; 
c. Status of on-going rescue. 

Story 3: Innovative tools for efficient End-to-End Disaster Response 

The goal of this story in the context #1 is to evaluate and demonstrate the benefits of DEDI-
CAT 6G during Critical Mission management for First Responders. From the availability of a 
Critical Communication infrastructure and the innovative tools, this story will demonstrate ef-
ficiency and availability of communications during the entire rescue phase. 

This story starts at time T0 + TDEPLOY: the DEDICAT 6G Critical infrastructure is deployed and avail-
able for use. First responders use their smart devices to communicate. 

The KPIs will be evaluated through the following measures: 

 Measure quality of service; 
 Measure response time. 

Story description: 

1. The Operator in the Command and Control Center receives a call from people in 
distress. He gets a real-time video of the situation from drones to his smartphone; 

2. Using the Mission Management tool on the smartphone, the situation is shared with 
the rescue team in real-time and the rescue team is tasked with helping the victim; 

3. The rescue team gets the exact location of the victim on the map and continues to 
follow the situation based on drone images transmitted in real-time; 

4. The rescue team prepares different actions to perform on arrival; 
5. On arrival, the rescue team has the equipment to treat the victim; 
6. The Operator from the Command and Control Center is able to follow the situation in 

real-time and is ready to trigger secondary support of rescue teams; 
7. The victim has been treated by the rescue team. 

6.4.2 Story in the context 2: Non-sufficient working communication ser-
vices during a large event with a large crowd 

The concert event park (see Figure 17) is split into a large number of zones. The Security team 
is organized to monitor and to respond immediately in case of an emergency in a particular 
zone. 

Story 4: Evacuate crowd to safer places during crisis 

The goal of this story in the context #2 is to explore and evaluate the deployment of an 
extension to the existing infrastructure during a crisis taking place at a large event with a 
large crowd. Due to the high frequency used in 5G and beyond, the network could be at 
risk to deliver the requested quality of service due to the large number of devices connected 
in the same place at the same time. DEDICAT 6G will support security teams in maintaining 
high connectivity services at the festival site. 

The private security team has received a notification from the DEDICAT 6G platform that a 
suspicious crowd movement has been detected on the music festival site, in area X, and 
needs quick visual confirmation and possible subsequent actions to be undertaken.  
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Figure 17: Public infrastructure overloaded during a crowd panic 

When the public bought a ticket to attend the festival, they received a digital ticket with a 
QR code and an invitation to download the official festival smartphone application in order 
to: 

 Allow connection to the event’s private network; 
 Receive and share information about the festival; 
 Receive safety information in case of incident. 

The KPIs will be evaluated through the following measures: 

 Measure time for deployment of communication resources on the scene; 
 No decrease in quality of services; 
 Test and demonstrate technology / operating of standardized tools, guidelines, meth-

ods or mechanisms. 

Story description: 

1. A crowd movement has been identified by the DEDICAT 6G platform; 
2. The security team operator received a system notification about connectivity prob-

lems; 
3. An alert about the crowd movement has been sent to the security team present on 

the site: 
a. Notification received on the Security team’s smart glasses or smart watches - 

relayed by their smartphone - informing about suspicious crowd movements in 
area X which is later confirmed visually; 

b. A map with the movement’s direction is shared on smart devices; 
4. The Control operator triggers the connectivity support provided by the DEDICAT 6G 

platform; 
5. Drones (or other vehicles) are sent to the scene; 
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6. The Public launches and uses the festival application: 
a. An urgent pop-up is displayed on the festival application; 
b. By clicking on it, the festival application shares information on the situation and 

asks to allow the use of the device’s sensors (accelerometer, localization, mi-
crophone, camera, etc.);  

7. At time T0 + TRECOVERY, the DEDICAT 6G platform initiates the collection among the data 
to support the Security team’s decision making: 

The Security team receives information on crowd movement, open escape routes 
and on the origin of the panic; 

a. The public receives information on the festival application with instructions to 
evacuate in a safe manner; 

b. Using the DEDICAT 6G connectivity capabilities, the Control operator activates 
or deactivates doors in order to help with the public’s evacuation; 

8. Outside the site, the public receives the position of the meeting point and first aid; 
9. The Security team receives instructions. 

Story 5: End-to-End Crisis management 

The goal of this story is to explore and evaluate the evacuation of people after a crowd 
movement during a large event. The DEDICAT 6G platform is used to make communication 
available for the First Responders and Security team and inform attendees on the situation. 
This story aims to evaluate the efficiency of DEDICAT 6G for the use of innovative solutions 
during evacuation management. 

This story starts when the crowd movement has been identified, at time T0, and the Security 
team starts to apply safety guidelines for evacuation. The DEDICAT 6G platform is deployed 
and ready for use. The security team uses their smart devices for communication. 

The KPIs will be evaluated through the following measures: 

 Measure quality of service; 
 Measure response time. 

Story description: 

1. The Emergency Response – 112 service receives multiple calls which are all linked to 
a crowd in panic and a blast; 

2. The Emergency Response operator immediately receives the coordinates of the crisis 
and the Security manager’s contact; 

3. The Emergency Response operator confirms the alert with the Security manager on 
site; 

4. The Security manager shares pictures and other relevant information with the Emer-
gency Response operator; 

5. First Responders (Police, Firefighters and Ambulances) are sent to the crisis; 
6. On arrival, at time T0 + TDEPLOY, First Responders are able to connect to the DEDICAT 6G 

platform in order to support their mission: 
a. Police are managing the security of the site; 
b. Firefighters are looking for the origin of blast; 
c. Medical staff are going to the meeting point to start the first health condition 

assessments; 
7. Firefighters, based on data analysis and an on-site assessment, have identified the 

origin of the blast: 
a. Defective Electrical equipment exploded; 
b. A fire has started immediately after the blast; 
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8. Firefighters put out the fire and secured area X; 
9. Police, supported by the security team, finish evacuating the public and put people 

in safety areas; 
10. The Medical staff treats the victims. 

Story 6: First Responders / Public interaction and cooperation 

The goal of this story is to explore and evaluate deployment of an extended infrastructure 
after a crisis during a large event with a large crowd in order to make communication avail-
able for the public in distress, inform them on the situation and support the emergency re-
sponse. 

This story aims to demonstrate how DEDICAT 6G will leverage communication capabilities 
and, based on the deployment of the DEDICAT 6G platform, how it will support public appli-
cation, and First Responders and Security staff communications with the public in distress. 

This story starts at time T0 + TRECOVERY. 

The KPIs will be evaluated through the following measures: 

 Measure time for deployment of communication resources on the scene; 
 Measure quality of service. 

Story description: 

1. When buying a ticket to a festival, a QR-code is included so that the public can down-
load an application dedicated to the festival; 

2. The downloaded application informs about the purpose of the application and asks 
for some basic authorizations; 

3. During the event, when the crisis takes place, a red notification appears on the festival 
application: 

a. By clicking on the red notification, information on the situation appears; 
b. The application asks for additional authorization (using a consent form) in order 

to allow data collection; 
c. By accepting the authorization, First Responders will be able to collect data 

and communicate with victims; 
d. First Responders (and Security staff) are able to receive personal information 

(name, position) about the victims; 
4. Based on localization and accelerometer sensors, First Responders are able to receive 

information on victims blocked during the movement; 
5. With the support of video, they are able to check the evacuation process; 
6. First Responders are looking for victims identified inside area X; 
7. Some identified people stay close to a victim and send a notification through the app; 
8. First responders communicate with them asking to describe the situation and share 

first aid instructions to assist the victim; 
9. First responders arrive at the scene and after assessing the medical situation, they start 

the evacuation process; 
10. Victims are transferred to a hospital. 

6.5 Relation to the functional decomposition  

The Public Safety use cases, referred as UC3, identified different actors with their main activ-
ities in D2.2 [2], which are now further elaborated in this section with their relationship to the 
FCs. In this subsection we present the functional decomposition of UC3 grouped in the two 
assumed contexts, #1 loss of network infrastructure after a natural disaster, and #2 non-suffi-
cient working communication services during large event and large crowd. 
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6.5.1 Context # 1: Management Setup  

Figure 18 presents the initiation of the DEDICAT 6G platform in the mission critical context for 
the support of critical communications for PPDR users. It strictly follows the same procedure 
as described in Section 3 and other UCs CEaaS service provisioning phase.  

 

Figure 18: Public Safety context #1 platform setup UML 

The DEDICAT 6G offers in the cloud an access to the Dashboard functions. The Dashboard 
functions allow the Field Operator to prepare the configuration needed for Mission Critical 
Services, as Quality of Services, localization service, 3GPP Mission Critical (MCX) services 
which will be deployed and the upload of the Mission Critical Services users (credential, role, 
authorization…). Access and authentication to the Dashboard functions are permitted with 
the authentication feature process in the background process in the platform. 

The first context of use case UC3 takes the hypothesis that network connectivity will not be 
accessible due to the disaster. This is the first level of reliability for PPDR users in Mission Critical 
scenarios, therefore, they rely on Coverage Extension (CE) in the field of the disaster de-
ployed by the DEDICAT 6G platform. The first objective is to support critical communication 
in the field between the engaged forces to the response. The second one will be to recon-
struct the communication with the management through available connectivity interfaces 
as they will be reconstructed during the time of crisis management. 

6.5.2 Context # 1: Platform Deployment  

Figure 19 presents the services deployed by the DEDICAT 6G platform to support to support 
critical communications for PPDR users during crisis management. 
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Figure 19: Public Safety context #1 platform deployment UML 

The DEDICAT 6G platform has deployed the Mission Critical Services (MCS) into the Con-
nected Car servers at the Mobile Edge Computing (MEC) level, the Field Officer receives the 
information of MCS availability (MEC) as the connectivity (MAP). By applying a distributed 
architecture, the DEDICAT 6G platform decreases the service latency for PPDR users by de-
centralizing the services at MEC level and impact positively the Quality of Services. 

The Dashboard feature allows the DEDICAT 6G Operator to monitor the deployment of the 
Coverage Extension based on the Connected Car and UAVs. 

Because of the large area impacted by the disaster, the PPDR users will use UAVs to get a 
global as a local view on the situation, thus the DEDICAT 6G deploy UAVs with capability to 
stream their video flows to the MCS Video service, making the video available to PPDR users. 

Based on the various Status Agent features, the various Decision Making components will 
continue to monitor the QoS and limitation in coverage in to eventually deploy needed ad-
ditional services. The Coverage Extension is described in section 3 and the load balancing 
management is described in the sub-section 6.5.4. 

6.5.3 Context # 1: Disaster Operation 

Figure 20, presents the interaction of First Responders with the DEDICAT 6G during the re-
sponse to the crisis. The operations are operated because of the failure of the operated 
network (public or private network). 
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Figure 20: Public safety context #1 disaster operation workflow UML 

The DEDICAT 6G deployed the services at the Edge and they are available to support PPDR 
and First Responders in the management of their missions. 

The First Responders are using the MCX Client application which is installed on a Smartphone. 
The Smartphone is connected to the DEDICAT 6G. With the MCX Client application, First Re-
sponders are able to access to the Mission Critical Services deployed at the Edge and per-
form the following main functions: share localization and receive mapping, make audio 
group communication, make video group communication, stream video in real-time; this will 
leverage the situational awareness and support the decision-making process during the re-
sponse to the crisis. The Field Officer is able to manage the overall situation and access ad-
ministrative features of the MCS. 

The DEDICAT 6G shall deliver services at the same level that described in 3GPP MCX. The 
distributed architecture shall not decrease the performance and quality of services ex-
pected by First Responders in such a critical situation. 

6.5.4 Context # 1: Load Balancing  

Figure 21 presents the management of load balancing into DEDICAT 6G for Public Safety. 

The load balancing feature is performed at the Edge but instrumented from the cloud of 
DEDICAT 6G (decided by the IDDM FC based on Status Agent data, then implemented by 
the Service Orchestrator FC). This feature aims to distribute the load of Mission Critical Services 
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for PPDR users in order to maintain a high-level of reliability during crisis management when 
no connectivity is available. 

During the response and recovery phase, First Responders and PPDR organizations engage 
hundreds to thousands of forces. With the rise of 5G use, they rely on more and more data 
coming from the field (sensors, smart wearables, video streams) which significantly increase 
the number of devices or objects in use. 

 

Figure 21: Public safety context #1 load balancing UML 

After the actual deployment of Mission Critical Services, the load balancing feature, with 
sense from Status Agent feature, monitors the need to migrate or duplicate new Mission Crit-
ical Services which become at the limit of execution. When such a scenario is detected, load 
balancing requests the application of Orchestration rules from the DEDICAT 6G cloud to per-
form the migration or duplication of services. 

As the Mission Critical Services rely on DEDICAT 6G connectivity, only services closed to over-
loading are duplicated: e.g., when video feature, from collection to sharing and multimedia 
communications, is coming on limitation, the load balancing feature detects such limit of 
services and request a duplication of MCS Video service which could be on a second con-
nected car servers which is also closed to the users. 
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This architecture increases the reliability and efficiency of Mission Critical services and de-
creases the latency between devices in information sharing. 

6.5.5 Context # 2: Setup 

Figure 22 presents the initiation of the DEDICAT 6G platform in the business-critical context. 
This platform setup works in parallel of the initiation of the setup for the context #1 described 
in section 6.5.1. It addresses the critical communications for private security staff in the sce-
nario of a public event. 

 

Figure 22: Public safety context #2 platform setup UML 

Business Critical for private security users and private organizations, as Mission Critical for First 
Responders and PPDR users, rely on Mission Critical Services to management different task 
and operation (secure an area or a site, perform maintenance tasks…). 

The Event Organizer (or similar to Network Services Administrator) requests the from DEDICAT 
6G support for a specific event (e.g., a live concert with lots of attendees). The task is similar 
to the one requested by a Field Operator in Public Safety organizations. 

This preparation is done to reduce the risk of loss of communication in case of connectivity 
failure or overloaded services of Commercial network which are the main connectivity which 
is in use. 

6.5.6 Context # 2: Deployment 

Figure 23 presents the deployment of the DEDICAT 6G MCS services for the business-critical 
context. This deployment is done to maintain network (connectivity and services) in case of 
failure or overload from public network in case a crisis happened. 



D2.3 Revised Scenario Description and Requirements                  

 DEDICAT 6G - ICT-52-2020 – G.A: 101016499                                    78 

 

Figure 23: Public safety context #2 platform deployment UML 

The deployment of MCS services is similar than the one in context #1, Section 6.5.2, but ap-
plying for private users who need Business Critical services offering a high level of reliability 
and efficiency. 

6.5.7 Context # 2: Event safety operation before crisis 

Figure 24 presents the interaction of Event Organizer and Security Staff users with the DEDICAT 
6G as a normal operation. 
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Figure 24: Public safety context #2 event safety operation before crisis UML 

The DEDICAT 6G deployed the services at the Edge to support any failure or network over-
load because of a large number of attendees at the event. 

The Event Attendee could use an application which is specific to the event and share inside 
the event with other Attendee through a digital social area after acceptance on the use of 
private data. All information related to Event Attendees will be simulated. 

This part of the context #2 is similar to the use case UC2 which is about Enhanced Experience 
with strong focus on entertainment. In UC3 we might have a similar setting, however we shall 
ignore the entertainment relating aspects and focus only on the Business Critical for Security 
Staff users and Event Organizer who shall use DEDICAT 6G in a similar manner than the use 
by Frist Responders users. The difference is in the nature of their distinctive mission and roles. 

The Security Staff using the MCX Client application, and the feature authorized based on 
their role definition, audio, mapping, data sharing, etc. 

6.5.8 Context # 2: Event safety operation after crisis 

Figure 25 presents the operation of the DEDICAT 6G MCS services to maintain network (con-
nectivity and services) in case of failure or overload from public network in case a crisis hap-
pened. 
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Figure 25: Public safety context #2 event safety operation after crisis UML 

When a crisis occurs the crowdAnalysis µS can trigger the crisis management and conse-
quently, First Responders arrive at the Event area. There is a panic and Security Staff has 
started to evacuate the Event Attendees to the Emergency Exits. Because of the panic, a lot 
of people are using the network to share live on social media or others about the situation, 
trying to join Emergency number and sharing photos; the network is in failure. 

The First Responders who have arrived at the Event area, have joined the DEDICAT 6G plat-
form to benefit from the coverage extension and can connect to the MCS which has been 
deployed at the Edge. 

This solution offers a reliable and efficient service to support First Responders to perform their 
mission and the Security Staff in helping and protecting people. 

Each organization, Security Staff, Event Organizer and First Responders using the MCX Client 
application to connect to MCS with their own role and permission. 
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6.6 Requirements  

The two following tables, Table 7 and Table 8 respectively, give the list of 1) functional and 2) non-functional & and non-technical 
(e.g., business or societal) requirements pertaining to the Public Safety UC only. 

6.6.1 Functional requirements 

Table 7: "Public Safety" list of functional requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 FREQ AI / Analytics / 
Edge Computing 

Gait analysis for attendees H Abnormal Crowd movement detection is 
based on individual gait analysis 

Crowd movement detec-
tion performs as expected 

2 FREQ AI / Analytics / 
Edge Computing 

Crowd Movement analysis must be pro-
vided in order to trigger emergency re-
sponse 

H Natural disaster or terror attack generally 
results in hectic crowd movements  

Such simulated crowd 
movements are detected     

4 FREQ MMI The Smart Glasses must display vital and 
essential information to the bearer amid 
crisis management. 

H During crisis management visualizing es-
sential information must be possible with-
out hand manipulation of the smart 
phone 

Vital and essential infor-
mation, as described in the 
final users' requirements 
document, are displayed 
on the Smart Glasses. 

5 FREQ MMI The Smart Glasses must be fully integrated 
with the overall system and interfaced 
with the smart phone 

H Indeed, a rescuer or first responder is con-
nected with the DEDICAT 6G platform 
with the smart phone 

The Smart Glasses device is 

connected to the user’s 

Smartphone device. 

Information displayed on 

Smart Glasses is duplicated 

on Smartphone device. 

6 FREQ Networking For B5G/6G coverage extension, the 
drone must self-organize  

H During crisis management there is no time 
and qualified tech for network configura-
tion 

Ad-hoc network performs as 
expected and bears the 
load 

7 FREQ Cyber-physical 
security 

Perform context aware actuation with 
deployed IoT system 

M Have an option to access and utilize 
cyber-physical security systems like con-
trol of locks and alarms without access to 
central command (accessed through in-
ternet connection) 

System interacts with mobile 
devices (e.g., smartphones) 
and performs authorized 
actuation (onboard rely 
trigger) 
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8 FREQ Distributed iden-
tity manage-
ment 

Ability to identify and authorize de-
vices/equipment and actors without ac-
cess to central identity provider 

H The Edge computing system must be 
able to perform identity and trust man-
agement autonomously in emergency 
situations 

Systems identified and au-
thorized with and without 
access to central authority 
in the same way 

9 FREQ Collecting per-
formance logs 

Local edge computing systems must be 
able to log performance of processes 
and resource utilization during emer-
gency situations 

H Locally deployed computation and com-
munication systems must be able to per-
form monitoring of established emer-
gency processes and act on collected in-
formation in line with a pre-defined set of 
rules. Collected data is sent to the central 
platform for performance analysis and 
updates for local decision-making mod-
els.   

Logs can be collected/ac-
cessed at any moment 

10 FREQ Coverage/Net-
working 

AGVs/Robots, Drones and other devices 
should be able to communicate with 
each other and with the “central” net-
work infrastructure. 

H This is required for setting up an ad hoc 
network where an AGV/robot or drone 
may be playing the role of a MAP.  

Check data propagation 
between end points (ping 
messages between points). 

11 FREQ Coverage/Net-
working 

Relaying shall be supported by central 
nodes or by edge nodes.  

M This will allow forwarding of data and 
control signalling in the scope of dynamic 
coverage extension through an ad hoc 
network.  

Move AGV in area without 
fixed wireless network (the 
main network used within 
warehouse) coverage and 
observe other communica-
tion nodes establish com-
munication link towards the 
AGV. AGV maintains ac-
cess to core services. 

12 FREQ Coverage/net-
working 

It shall be possible to identify the need for 
a dynamic coverage extension.  

H   Check that trigger is 
properly recognized. We 
need project level fit-crite-
rion for identifying the need 
for coverage extension. 

13 FREQ Coverage/Net-
working Load 
balancing 

It shall be possible to identify the need for 
(re-)distribution of intelligence.  

H   Check that trigger is 
properly recognized. We 
need project level fit-crite-
rion for identifying the need 
for redistribution of intelli-
gence. 
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14 FREQ 

  

Coverage/Net-
working 

A device in an ad hoc coverage exten-
sion network shall be able to set up a con-
nection with the central infrastructure. 
The infrastructure shall be able to trigger 
a device in an ad hoc coverage exten-
sion network to set up a connection. 

H    Check that a device in an 
ad-hoc network can ping 
the central infrastructure. 
Check that the infrastruc-
ture can trigger the device 
to set up a connection with 
other devices.  

15 FREQ Coverage/net-
working 

The coexistence of ad hoc coverage ex-
tension networks shall be supported. 

H   Setup two ad-hoc networks 
and monitor communica-
tion performance metrics 
(delay, packet drop rate, 
throughput).  

16 FREQ Load balancing It shall be possible to dynamically distrib-
ute computation between central and 
edge nodes 

H   Check that process for data 
analysis can run on central 
and at least two edge 
nodes in a federated man-
ner. 

17 FREQ Coverage/Net-

working 

Load balancing 

The system shall be context aware.  H The system shall be able to obtain infor-
mation on application, service and net-
work goals and objectives to be 
achieved, as well as potential policies. 
The system shall be able to obtain infor-
mation on capabilities of network ele-
ments, MAPs and edge devices in terms 
of communication networking (e.g., ra-
dio access technologies (RATs) and spec-
trum, capacity, and coverage), physical 
movement, the type of the MAP, compu-
tation capabilities, storage capabilities 
and available power. The system should 
maintain information and knowledge on 
the context that has to be addressed in 
terms of computation tasks, power con-
sumption requirements, a set of mobile 
nodes that need coverage, mobility and 
traffic profiles of the different nodes, radio 
quality experienced by client nodes, op-
tions for connecting to wide area net-
works, the locations of docking and 
charging stations for drone and robot 

Check based on defined 
experiments. Check that 
the system is able to infer 
the current system con-
text/situation.  
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MAPs and the current locations of the ter-
minals and MAPs’ elements. 

18 FREQ Coverage/net-

working 

The system shall be able to make deci-
sions on the creation, reconfiguration 
and termination of an ad hoc coverage 
extension network.   

H    Check based on experi-
mental setup. We need a 
project level fit criterion for 
this requirement. 

19 FREQ Load balancing The system shall be able to make deci-
sions on how intelligence should be dis-
tributed among nodes (when it is re-
quired, which nodes should be used, 
which functions should be distributed to 
which nodes, etc.) 

H   Check based on experi-
mental setup. We need a 
project level fit criterion for 
this requirement. 

20 FREQ Security, privacy, 

trust 

Communication between all nodes shall 
be realized in a secure and trusted man-
ner. 

H   Check based on experi-
mental setup. We need a 
project level fit criterion for 
this requirement. 

21 FREQ Security, privacy 

and trust 

Local resources and private data stored 
in the devices and nodes used for cover-
age extension and intelligence distribu-
tion should be protected. 

H   Check that data in local 
storage is encrypted with 
selected method. 

22 FREQ Security, privacy 

and trust 

A device or node shall not be used for dy-
namic coverage extension or intelli-
gence distribution without the approval 
of the user/owner/operator of the de-
vice/node. 

H   Approve two out of three 
nodes and trigger cover-
age extension or intelli-
gence redistribution and 
observe which nodes are in-
volved in ad-hoc networks. 

23 FREQ Usability End-users shall not be involved in the pro-
cesses for dynamic coverage extension, 
intelligence distribution and security, pri-
vacy and trust assurance. 

H The system complexity should be hidden 
from the user.  

Check that coverage ex-
tension and intelligence re-
distribution is performed au-
tomatically without user in-
tervention and that these 
processes are transparent 
to the user.  

24 FREQ MCS response 

time 

Critical communication shall not be de-
creased when DEDICAT 6G is deployed 
on the scene. 

H Based on legacy and 5G specifications, 
the average time to response has to be 
equal or less than existing specification in 
3GPP Mission Critical (MCX) standards. 

Measure the latency be-
tween UE during a MC-PTT 
call. 

The time shall not be de-
creased. 
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25 FREQ Infrastructure de-
ployment 

On loss of network infrastructure after a 
natural disaster, the DEDICAT 6G infra-
structure has to be deployed as fast as 
possible. 

M Depending on publication and reports on 
disaster response, the deployment of 
DEDICAT 6G shall be faster than legacy 
solution (divided by 2). 

Evaluation of deployment 
time during recovery phase. 

Results should improve Re-
sponse Times during the Re-
covery phase compared to 
legacy methods. 

26 FREQ QoS On multiple connection, the system has 
to support the QoS and shall not de-
crease during crisis management 

M When the worst happened, the Quality of 
Services shall keep similar value com-
pared to 3GPP MCS standards in any 
cases. 

Measure of QoS. 

QoS measured shall not be 
decreased regarding the 
3GPP MCS standards. 

27 FREQ UAV Video 
Stream 

The system could support real-time video 
stream from a drone to a group of video 
communication and comply to 3GPP 
MCS standards. 

L With the raise of broadband technologies 
since 4G and now 5G, Public Safety users 
integrate in their mission the use of diver-
sity of connected objects in order to lev-
erage the situation awareness like the use 
of drones during operation with video up-
link capability offered by MCS. 

The video from camera on 
the drone is shared through 
the MC-Video feature which 
is described in the 3GPP 
MCS standards. 

 

6.6.2 Non–functional and non-technical requirements 

Table 8: "Public Safety" list of non-functional and non-technical requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 NFREQ privacy, ethics 

 

The way various information is collected 
amid the different deployed Android/iOS 
App must follow EU recommendations (in-
cluding the use of Consent Form) 

H Sensitive and health related data (op-
tional) may be collected when signing 
into the app. These are used to support ef-
ficient and personalized rescue. 

Compliance with regulation 

2 NFREQ Ethics The system shall follow appropriate health 
and safety procedures conforming to rel-
evant local/national/EU guidelines/legis-
lation in order to protect the environment 
and people. 

H  Health and safety procedures need to 
be translated into system automation and 
decision-making processes provided by 
DEDICAT 6G system.  

Translate selected regula-
tions into a specific set of 
automation and decision-
making rules. Confirm com-
pleteness. 

3 NFREQ Ethics The system should keep a log of places, 
moments and trajectories where personal 
data is compiled, 

H This is important for privacy and data pro-
tection audits that can be requested by 
regulatory bodies.  

Setup logging procedure, 
generate logs and check 
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 transferred, stored, deleted, anonymized 
(or pseudonymized) or processed in any 
other way. 

their completeness in differ-
ent experimental setups.  

4 NFREQ Ethics The system shall include measures and 
tools to safeguard from misuse of data 
collected in alignment with the GDPR. 

H   

5 NFREQ AI / Analytics / 
Edge Computing 

Latency for 1 and 2 must be reasonably 
low (e.g., a few seconds max) 

 

H The slowest the detection is the largest the 
casualty count will be 

Measured 

6 NFREQ Collecting per-
formance logs 

Local edge computing systems must be 
able to log performance of processes 
and resource utilization during emer-
gency situations 

H Locally deployed computation and com-
munication systems must be able to per-
form monitoring of established emer-
gency processes and act on collected in-
formation in line with a pre-defined set of 
rules. 

Collected data is sent to the central plat-
form for performance analysis and up-
dates for local decision-making models. 

Logs can be collected/ac-
cessed at any moment 

7 NFREQ Fault DEDICAT 6G introduces infrastructure de-
ployment based on drones or robots or 
vehicles to support existing infrastructure 
in case of loss or lack of services. 

L DEDICAT 6G has to deliver high perfor-
mances and take into account self-de-
fault to re-evaluate deployment process 
to maintain network infrastructure. 

Evaluation 

8 NFREQ Usability The user perceived quality of ser-
vice/quality of experience shall not be 
negatively affected by the dynamic cov-
erage extension and intelligence distribu-
tion. 

 

H  We need project level fit cri-
terion for user QoS and QoE 
assessment 
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7  “Smart Highway” (UC4) 
Smart Highway is a use case that benefits from beyond 5G connectivity for connected and 
autonomous mobility [15], [16]. In this use case, the smallest possible delay and ultra-reliability 
in communications between road users are expected to allow safety on the roads. This use 
case will leverage the use of cars and roadside infrastructures as edges. In addition, cars that 
are by nature mobile will also be exploited as Mobile Access Points (MAPs). 

7.1 Use case objectives and relation to project objectives  

The main objective of this scenario is to provide safety at intersections by enhancing the 
awareness of road users. To realize this, faster detection of the presence of road users and 
faster dissemination of messages is required in the environment. This is in line with the project 
objectives, which are: 

 Imperceptible end-to-end latency and response time, with minimal energy and re-
source consumption; the smart highway use case aims to explore the capabilities of 
edge devices to provide services closer to the end user so that not only the latency 
can be reduced but also the load for computation can be distributed by edge de-
vices;  

 Expansion of the communication environment in an ultra-real time experience 
MAPs will be deployed in this use case, making use of the cars that act as mobile 
relays for end users; 

 Showcasing the novel interaction between humans and digital systems; 
The human-centric application will be further investigated in the case of smart mobil-
ity.  

7.2 General context and set-up  

7.2.1 Overview 

The smart highway use case will be set up considering actors involved in the road. Two sites 
with different characteristics are chosen to demonstrate the use case, both take place at 
an intersection. The first site is in Germany, focusing on an urban scenario on a campus area. 
The second site will take place in Belgium, focusing on an exit of a highway. To support the 
deployment, assets from several partners will be offered to both sites. 

7.2.2 Actors involved in the UC4 scenario: 

 Driver: the driver will be driving the car having an On-Board Unit (OBU) equipped with 
Lidar and a camera, as well as being capable of transmitting long range and short-
range communication; 

 Vulnerable Road Users (VRU): pedestrians and cyclists are classified as VRUs. The pe-

destrian is present at the intersection possessing a device that can provide the aware-

ness and the situation condition of the environment, whereas the cyclist has a device 

mounted on the bicycle capable of communicating and displaying the condition of 

the environment; 

 Operations Manager (new actor): is responsible for Smart Highway service deploy-

ment and infrastructure management. This actor will interact with the DEDICAT 6G 

platform to deploy the necessary hardware and software in the UC sites to maintain 

the V2X applications and infrastructure functional. 
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7.2.3 Set-up plan 

The two following sites will be used in order to showcase this use case: 

 German Site: for the site in Germany the deployment will be located on the Reichen-
hainer Campus of the Technical University Chemnitz (see Figure 26). The square be-
tween various University buildings covers an area of almost half a square kilometer 
and hosts a large range of different transport modes from two single lane roads and 
a Tram line crossing through the square to bicycle and pedestrian traffic. A bus-tram 
interchange is as well available. For 2022, the deployment of an end point for an au-
tonomously operated shuttle service is planned. The Road Side Unit (RSU) (providing 
situation awareness as well as connectivity) would be deployed on the square. 

 

Figure 26: Location of the UC on a map (German site) 

 Belgian site: the execution will take place in Wommelgem, near the city of Antwerp. 
The intersection is a junction between a national road and E313 highway in the form 
of a roundabout, as depicted in Figure 27 on a map. The highway on top of the inter-
section is equipped with a RSU, as seen in Figure 28, capable of transmitting signals 
through short range communication towards road users. The roundabout connects to 
the exits from the highway. 

 

Figure 27: Location of the UC on a map (Belgium site) 
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Figure 28: Physical location of the UC (Belgium site) 

7.3 Pre-requisites and Assumptions 

 Pedestrian and Cyclists are classified as VRUs; 
 A car is equipped with Lidar and camera on the OBU; 
 VRUs are equipped with a small device having both short range and long-range com-

munications capabilities. VRUs carry personal connected devices (e.g., smartphones, 
and smart watches); 

 The RSU has edge computing capabilities and is able to transmit and receive short 
range signals from cars, pedestrians, and cyclists; 

 Human-Machine Interaction (HMI) is installed in two cars; 
 To monitor the behaviour of the connectivity, a dashboard is provided;  
 A map-based application is set up, pinpointing the location and the predicted trajec-

tory of the actors in the use case. 

7.4 Stories  

 

Figure 29: Smart Highway UC set-up 

In this use case, the goal is to have a mechanism to detect the presence of the road users 
on a Local Dynamic Map (LDM). The stories in this use case are represented in Figure 29 on 
how the actors are set up in the environment. Once a user is subscribed to the LDM service, 
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its location is recorded in the system and shown on the HMI, displaying LDM application. The 
demonstrations on the smart highway use case are conducted under two sides of the story 
on detecting VRUs: 

 At the exit of the highway: this will be implemented in the Belgian site; 
 At the intersection within the urban environment: this will be implemented at the TUC 

site in Chemnitz. 

7.4.1 Story 1: VRU Detection at the highway exit 

This story takes place at an intersection, with an exit from the highway. The intersection is 
actually a roundabout where cyclists and pedestrians can cross. 

Short description 

An intersection is filled with road users, either cars, pedestrians or cyclists. In order to provide 
safety, the road users should be aware of the presence of other road users so that they can 
take navigational decisions carefully. The car can detect the presence of either pedestrians 
or cyclists through information streams obtained by Lidar or camera. This information will be 
processed either on the OBU of the car or offloaded to the RSU. This way, the information is 
circulated to all users, including the cars that exit the highway and are about to enter the 
intersection. 

Story line 

The storyline is described from the following three different Points of View (PoV), namely, the 
VRU PoV, the car PoV and the RSU PoV. 

VRU PoV: 

 VRUs are present at the roundabout wanting to cross the street;  
 VRUs have the device running an application (LDM) fetching information of the envi-

ronment and sending its location information at the same time, which is offloaded to 
the RSU;  

 The RSU is also aware of the presence of the VRUs, and cars will also distribute the 
information to the other RSUs; 

 The RSUs will distribute the information to the VRUs that are in the vicinity; 
 Information about the presence of cars approaching near the VRU’s location is dis-

played in the VRU’s HMI, either through a warning message or an icon on the LDM.  

Car PoV: 

 Car A is exiting the highway; 
 Car A recognizes the VRUs via cameras and Lidar; 
 Car A will process the information in its OBU to get the information of the presence of 

the VRUs. The processing can also be offloaded to the nearest RSU in order to lower 
the computational load;  

 Car A will pass the processed information to Car B that is about to exit the highway;  
 All cars, this can include other cars in the environment, having the communication 

modules will receive the information of the presence of the VRUs and cars that are 
connected to the network; 

 The presence of VRUs is displayed on Car B HMI, through a warning message and an 
icon on the LDM. 

RSU PoV: 

 RSU is located on top of the intersection can sense the location of the VRUs having 
the information from both the cloud and direct communication with the VRUs; 
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 RSUs might get requests from cars or VRUs who want to offload a task; 
 In the event of a malfunction during operation, an RSU can offload the task to the 

other RSUs connected via fiber and deactivate itself.  

The information processed by the RSU can be distributed to the surrounding road users either 
via direct connection or through 5G long range connectivity (via base stations).  

7.4.2 Story 2: Distributed situation knowledge in shared traffic spaces 

Short description 

Consider a public space in which various transport and mobility modalities share the space. 
Similar to the intersection in the previous scenario, there will be VRUs, autonomous and non-
autonomous cars as well as public transport means sharing the space. Vehicles (cars/public 
transport) are equipped with sensors to detect the traffic related environment conditions 
and to glean situational knowledge.  

But these vehicles are also equipped with sensors inside to 1) interact with the driver and to 
better understand driver intentions like when they aim to take back control from the auton-
omous vehicle steering (or detect situations that may require the autonomous control to take 
over), or 2) to understand the comfort levels of the driver and passengers to decide if the 
(autonomous) driving style needs to be adapted (always in conjunction with the external 
traffic situation). 

In spaces that are shared between autonomous vehicles and VRUs it is difficult for either one 
to predict the intention of the other. Hence the RSU will survey its immediate environment 
with optical sensors (including cameras and lidars) as well as detecting via short range tech-
nologies (e.g., Wi-Fi and Bluetooth) the presence of VRUs (the assumption being that the vast 
majority of VRUs will be carrying a smart phone, connected smart watch or similar devices 
that can be detected via their electromagnetic footprint). The intention of the scenario is to 
give every player in the shared mobility space the right amount of information to move safely 
and effectively 

In addition, a series of nodes will be deployed in the environment capable of detecting the 
short-range radio technologies of the general-purpose devices that are expected to carry 
most of the VRUs. This information will be accessible to all actors; therefore, it will be possible 
to generate heat maps of the occupancy of the environment and to feed the LDM map 
that will be used to prevent risk situations.  Moreover, the nodes have the capacity to allow 
users to exploit their connectivity resources in case they need to download information 
through an additional connection (e.g., in case of failure of their main 5G connection or 
network outage). 

Story line 

There are three main actors or components in this story, these are 1) the VRUs, 2) passengers 
and drivers, and 3) connected vehicles that are active and mobile users within the shared 
traffic space. The RSU is for additional purposes and services only.   

Car PoV: 

 Car A is entering a shared traffic space and connects to the RSU (which maintains, 
updates and shares an LDM about the local shared space); 

 Car A recognizes the mobility related environment via cameras and Lidar; 
 Car A will process the local environment information together with information re-

ceived from the RSU by its on-board unit to glean environmental or situation aware-
ness. The processing may also be done by the local RSU, in that case the raw, or pre-
processed sensor information will be transmitted from the car to the RSU; 
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 Once situation awareness is obtained (i.e., in form of an updated LDM), car A may 
adapt its driving actions accordingly. It also may inform cars that follow behind about 
its understanding of the situation (e.g., forward car A LDM to car B); 

 The RSU may send LDM updates on a regular schedule or on an event basis. 

Driver or Passenger’s PoV: 

 Autonomous to manual: 
o Car A autonomously driven, enters a shared traffic space; 
o The driver wants to take control and moves to grip the steering wheel. The sen-

sors detect the movement, onboard processing determines the driver’s inten-
tion and hands back control to the driver; 

o Car A informs the RSU about the change in driving control and transmits up-
dated LDM. 

 Manual to autonomous: 
o Car A, manually driven, enters a shared traffic space; 
o The sensors detect unusual movement of the driver, onboard processing deter-

mines that the driver may not be in full control and decides to switch over to 
autonomous driving; 

o Car A informs the RSU and surrounding vehicles about the change in driving 
control and transmits updated LDM. 

 Passenger comfort: 
o The in-car processing (part of the HMI) determines from sensor data that pas-

sengers are nervous or uncomfortable about driving actions the autonomous 
control may have implemented; 

o Car A adapts its driving behaviour; 
o Car A forwards the information (updated LDM) to RSU and surrounding vehi-

cles. 

VRU PoV: 

 VRUs are present in the shared space; 
 Connected VRUs: 

o VRUs collecting information of the user movements and sending its loca-
tion/movement information to the RSU for processing (the RSU then updates 
the LDM accordingly); 

o The VRU may receive warning signals (from the RSU) to their device informing 
about potentially dangerous situations. 

 Non-connected VRUs: 
o Non- connected VRUs will be detected by the RSU through its resident sensors 

and sensing nodes distributed throughout the shared traffic space; 
o The RSU will add information about non-connected VRUs into the LDM (includ-

ing location, expected trajectory, etc.). 

7.5 Relation to the functional decomposition  

The Smart Highway use case relates to the DEDICAT 6G functional components in the de-
ployment stage of the infrastructure, in the configuration process, in the runtime of the V2X 
applications, and in the maintenance of the services. These four scenarios are described in 
four UML diagrams where we describe the interactions between components UC specific 
and common FCs of the DEDICAT-6G platform. The scenarios are described in the following. 
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7.5.1 Management Setup 

The management setup (Figure 30) comprises all the actions done by the Operation Man-

ager of the Smart Highway use case. Actions such as registering to the platform and login 

are necessary to validate the Operation Manager credentials and they need to be done as 

one of the first steps towards the configuration of DEDICAT 6G platform for this UC. Further-

more, the Operation Manager is responsible for uploading the V2X µS and setting up the 

necessary policies for its operations. Besides the V2X Application µS and the configuration of 

it, the Operations Manager is responsible for uploading the Edge Nodes (EN) description files 

to the EN Registry FC, and to deploy the physical hardware of the Edge Nodes placed on 

the Smart Highway. After the hardware deployed and the configuration uploaded, compo-

nents in the Edge Nodes need to be configured accordingly. 

 

Figure 30: Smart Highway platform setup UML 

7.5.2 RSU & OBU Deployment 

The RSU, OBU and Sensing Nodes are the EN for the Smart Highway UC. The deployment of 

management services and UC specific µS in these ENs are actions done by the Operation 

Manager, as seen in Figure 31. These actions are done through the DEDICAT 6G dashboard 

and trigger the configuration of the ENs. These management services are FCs deployed in 

the EN that will gather information about the status of the EN, the status of the µSs running in 

it and collect information about the sensors available on the EN, such as LiDAR, GPS, Sensing 

Nodes or even extending the coverage of the network using the EN hardware available. 
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Figure 31: Smart Highway RSU & OBU deployment UML 

7.5.3 Story 1 and 2 

Figure 32 depicts the functional decomposition related to stories 1 (VRU Detection at the 

highway exit) and 2 (Distributed situation knowledge in shared traffic spaces) from a joint 

approach. The deployment of the V2X application is done after the ENs have been config-

ured. At this stage, the Car drivers and the VRUs can communicate with the V2X Application 

µS placed in the EN for low-latency communication. The Car Drivers and the VRUs receive 

notifications about the Smart Highway status. Furthermore, the Basic car contributes with the 

LDM by providing its GPS information. The Smarter Car OBU provides, besides the GPS data, 

also the LiDAR data. This information together can provide a better understanding of the 

surroundings of the Smart Highway and contribute to the construction of the LDM. Moreover, 

the Smart Car OBU can host the V2X Application µS which serves as pre-processor for the 

LDM that is in the Cloud. The RSU also can host the V2X Application µS that provides server-

side information for the VRUs and Car Drivers. The LDM is the Cloud component of the Smart 

Highway use case. It is responsible for processing the collected data from different OBUs, 

VRUs, and RSUs and co-relating the data into one single map which will give the status of the 

Smart highway. 



D2.3 Revised Scenario Description and Requirements                  

 DEDICAT 6G - ICT-52-2020 – G.A: 101016499        95 

 

Figure 32: Smart Highway Story 1 & 2 UML 

The sensing nodes monitor the connected and the non-connected VRUs. We assume that 

the vast majority of people present in the shared road scenario carry a smartphone. There-

fore, each Sensing Node µS identifies the devices present in their coverage area by extract-

ing the MACs of the radio interfaces and their signal strength. The information is processed in 

the UC4 cloud and sent to collaborate in the construction of a global map of VRUs and cars 

present in a given area (LDM). The sensing node network is in charge of discovering crowd 

issues in the shared traffic area in order to make DEDICAT 6G more secure through context 

awareness. 

Additionally, VRUs (e.g., a bicycle that needs a backup connection to send location infor-

mation to the DEDICAT 6G platform due to a one-time loss of 5G connectivity), belonging to 

the DEDICAT 6G network and depending on their location, can query connectivity infor-

mation about accessible sensing nodes to use their connectivity resources and furthermore, 

through a Sensing Node µS dashboard serving the sensor network, it is possible for the 
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Operation Manager to manage and monitor the network of sensor nodes, as well as having 

MAC control of the devices detected by each sensor node for tasks such as generating 

context reports or displaying a heat map with the crowd in a given area or managing the 

sensor nodes to allow connected VRUs to use their connectivity resources. 

7.5.4 Load Balancing 

Figure 33 shows the Load Balancing in the UC4 occurs in parallel with the executing of the 

V2X application µS. Therefore, it occurs in runtime. The main component of this scenario is 

the Service Orchestrator which implements the decisions recommended by the IDDM FC on 

where the V2X Applications µS should be deployed. The IDDM FC collects information from 

the ENs and their µSs through the centralized monitoring components µS/FC Awareness FC 

and EN Awareness FC. These FCs collected data from the available ENs and their µS and 

made it available for decision making. The Service Orchestrator acts on the ENs (RSUs and 

OBUs) distributing the load of the V2X applications µSs among them to maintain the best 

quality of service to the Car Drivers and VRUs. 

 

Figure 33: Smart Highway Load Balancing UML 
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7.6 Requirements  

The two following Table 9 and Table 10 respectively give the list of 1) functional and 2) non-functional & non-technical (e.g., business 
or societal) requirements pertaining to the Smart Highway UC only. 

7.6.1 Functional requirements 

Table 9: "Smart Highway" list of functional requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 FREQ Usability The car should be able to recognize the 
presence of a VRU via the LIDAR/camera. 

H Detection of VRU is essential for increasing 
road safety. 

VRU is detected within spec-
ified timing and range con-
straints. 

2 FREQ Coverage/net-
working 

The car should be able to communicate 
with other cars, RSU and the ‘central’ net-
work. 

H Data should be exchanged between the 
entities for distributed perception and 
computing 

It is tested that data can be 
exchanged between the 
different entities. 

3 FREQ Coverage/net-
working 

 

A vehicle in proximity of the MAP should 

be able to receive information transmit-

ted by the MAP. Thus, these should be in 

the same network. 

H A vehicle in specific proximity of the 
roundabout should be able to receive in-
formation  

It is tested that information 
can be received in a spe-
cific proximity from the MAP. 

4 FREQ Usability The car must be able to warn the driver 
about the presence of a VRU on an HMI 

H The driver must get a visual warning when 
VRU is present 

Checked that the driver can 
get a warning about VRU 
presence. 

6 FREQ Usability The system must be able to present infor-
mation on the presence of a car to the 
VRU 

H The VRU must be warned when a car is on 
a colliding path. 

Checked that the VRU is 
warned when a car is on a 
colliding path. 

7 FREQ Resource control The system must be able to be remotely 
controlled and configured 

H To allow testing and evaluation, the sys-
tems will be configured and controlled re-
motely 

Checked that the system 
can be accessed remotely. 

8 FREQ Load balancing The system should be able to manage the 
load distributed on the edge nodes 

M To avoid too much load on specific de-
vices, especially when computing power 
is limited 

Tasks are seamlessly well-al-
located across RSUs and ve-
hicles from a VRU initiator. 
No loss of information should 
occur between actors. 
Load distribution should 
happen within application-
specific timing constraints.  
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9 FREQ Interoperability The system must be able to run applica-
tions in an interoperable manner 

M To support the load balancing require-
ment, applications should be able to be 
run by any nodes 

VRU Application compo-
nents can be executed on 
RSUs and vehicles, inde-
pendent of software and 
hardware architectures. 

10 FREQ Geolocation The system should provide geographic lo-
cation information of the nodes 

H Road users’ location should be discovera-
ble in order to locate their position in the 
environment 

Awareness location is incor-
porated in the system. 

11 FREQ Coverage/net-
working 

It should be possible to identify the need 
for a dynamic coverage extension.   

M To allow communication between all the 
devices in all circumstances 

Tested that the system iden-
tifies the need for dynamic 
coverage extension. 

12 FREQ Coverage/net-
working 

The system must be able to automatically 
enable/disable a MAP in the vehicle to 
extend the coverage in a self-organized 
way 

H If coverage needs to be extended a MAP 
should be created 

Tested that the system will 
automatically enable/disa-
ble a MAP when required. 

13 FREQ Coverage/net-
working 

A device in proximity of MAPs must be 

able to identify and connect to it. 

 

H To allow other devices to setup a connec-
tion to a MAP 

Tested that a device can 
identify and connect to the 
MAP. 

14 FREQ Logging System must be able to log performance 

of processes, resource utilization and the 

network 

H For debugging and to perform evaluation 
of the performance of the system. 

Several parameters are suc-
cessfully logged. 

15 FREQ Context aware-

ness 

System must be able to generate a heat 

map of the crowd present in the cover-

age area of the sensing nodes  

M To have a control through of the number 

of devices present in an area to estimate 

events such as the presence of a crowd 

in the shared traffic area 

Checked that the system 

can generate heat maps 

with the crowd. 

7.6.2 Non-functional and non-technical Requirements  

Table 10: "Smart Highway" list of non-functional and non-technical requirements 

ID Type Category Description Priority Rationale Fit Criterion 

1 NFREQ 

 

Performance 

 

A MAP should be able to provide the re-
quired downlink throughput 

M To satisfy the data stream requirements Measured that the required 
downlink throughput is met. 
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2 NFREQ 

 

Performance A MAP should be able to provide the re-
quired uplink throughput 

M To satisfy the data stream requirements Measured that the required 

uplink throughput is met. 

3 NFREQ 

 

Performance 

 

 

The end-to-end one-way latency be-
tween a MAP and another receiving de-
vice in its proximity should be reasonably 
low 

M To satisfy the data stream requirements 

 

Measured that the required 

latency is met. 

 

4 NFREQ Performance Reliable communication H Communication between all the devices 
in all circumstances should be high relia-
ble (99.999%).  

No loss of information should 
be occurred between ac-
tors and no delays in the 
communication due to in-
stable situations 

5 NFREQ Privacy, ethics Position information of road users must be 
collected for locating the nodes in the 
map 

H App displayed on the HMI of the UEs must 
continuously gather location information 
of the users 

Compliance with regulation 

6 NFREQ Privacy, Ethics Video feed should be collected by cam-
eras on the car 

M Camera on the car will continuously rec-
ord the situation at the intersection 

Compliance with regulation 

7 NFREQ Privacy, Ethics Device’s information (MACs, RSSI etc.) 

should be collected by sensing nodes on 

the coverage area 

M Sensing nodes will continuously record the 

devices information at the coverage 

area 

Compliance with regulation 

8 NFREQ Usability Sensing node network should have its own 

dashboard as part of the microservice 

that can potentially be used by the oper-

ation manager 

M To access to the complete information of 

the sensing node network 

Checked that the sensing 
node dashboard can be 
accessed remotely 
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8 Conclusions 
In this second iteration of the incremental document “Scenario Description and Require-
ments” we have summarized the main outcomes of the work done concerning the DEDICAT 
6G use cases definition since the release of the D2.1 [1]. As a main remark, compared to D2.1 
(and in the Context View in D2.2) the use cases are now presented from a functional point 
of view, putting the light on the roles to be played by the DEDICAT 6G platform in some key 
use case scenarios. This functional decomposition has been carried out at a high level of 
granularity, showing the interactions between the functional components of DEDICAT 6G 
and these dedicated to each use case. Also, it provides a set of functional interactions to 
be merged into D2.4 under a unified perspective, in the form of UML sequence diagrams.   

Moreover, the effort invested in the functional decomposition has contributed also to updat-
ing of the former D2.1 [1] functional and non-functional requirements as needed in each use 
case.  This work is contextualized within the tasks, T2.1 “Scenario Description”, T2.2 “Require-
ment collection, analysis, unification, and cross-check” to feed T2.3 “Architecture design” 
and will also bootstrap the WP6 activities enabling a common understanding of challenges 
and objectives thanks to extensive and updated material, as well as driving part of the tech-
nical activities within the work packages WP3, 4 and 5 planned in the DEDICAT 6G project.  

In consideration of the main relationship between the system architecture and the functional 
decomposition, this second iteration of the D2.1 [1] deliverable allows the evolution of the 
current version of the project architecture to be presented in D2.4 "Revised System Architec-
ture" and will show a complete and updated architecture aligned with all use case require-
ments presented here. 
  



D2.3 Revised Scenario Description and Requirements                  

 DEDICAT 6G - ICT-52-2020 – G.A: 101016499        101 

References 

 

[1]  DEDICAT-6G, "Deliverable D2.1 Initial Scenario Description and Requirements," 2021.  

[2]  DEDICAT-6G, "Deliverable D2.2 Initial System Architecture," 2021.  

[3]  VOLERE, "Requirements Resources," [Online]. Available: http://www.volere.co.uk/. 

[4]  K. Zhang, Y. Zhu, S. Maharjan and Y. Zhang, "Edge Intelligence and Blockchain," IEEE Network, 

vol. 33, no. 5, pp. 13-19, 2019.  

[5]  K. Mahroof, "A human-centric perspective exploring the readiness towards smart warehousing: 

The case of a large retail distribution warehouse," International Journal of Information 

Management, vol. 45, pp. 176-190, 2019.  

[6]  D’Andrea R., "Human–Robot Collaboration: The Future of Smart Warehousing.," in Startups, 

Technologies, and Investors Building Future Supply Chains, Springer, 2021.  

[7]  A. Kostopoulos, I. P. Chochliouros, E. Sfakianakis, D. Munaretto and C. Keuker,, "Deploying a 5G 

Architecture for Crowd Events," in 2019 IEEE International Conference on Communications 

Workshops (ICC Workshops), Shanghai, China, 2019.  

[8]  M. Keltsch, S. Prokesch, O. P. Gordo, J. Serrano, T. K. Phan and I. Fritzsch, "Remote Production 

and Mobile Contribution Over 5G Networks: Scenarios, Requirements and Approaches for 

Broadcast Quality Media Streaming," in 2018 IEEE International Symposium on Broadband 

Multimedia Systems and Broadcasting (BMSB), Valencia, Spain, 2018.  

[9]  H. Dujuan, "Mobile communication technology of sports events in 5G era," Microprocessors and 

Microsystems, vol. 80, 2021.  

[10] Y. Mao et al, "A Survey on Mobile Edge Computing: The Communication Perspective," IEEE 

Commun. Surveys & Tutorials, vol. 19, no. 4, 2017.  

[11] R. Borralho et al., "A survey on coverage enhancement in cellular networks: Challenges and 

solutions for future deployments," IEEE Commun. Surveys & Tutorials, vol. 23, no. 2, pp. 1302-1341, 

2021.  

[12] S. A. Raza Naqvi, S. A. Hassan, H. Pervaiz, Q. Ni,, "Drone-Aided Communication as a Key Enabler 

for 5G and Resilient Public Safety Networks," IEEE Communications Magazine, vol. 56, no. 1, pp. 

36-42, 2018.  

[13] L. Feng, W. Li, P. Yu, X. Qiu, "An Enhanced OFDM Resource Allocation Algorithm in C-RAN Based 

5G Public Safety Network," Mobile Information Systems, vol. 2016, 2016.  

[14] P. E. Lopez-de-Teruel, M. Gil Perez, F. J. Garcia Clemente, A. Ruiz, "5G-CAGE: A Context and 

Situational Awareness System for City Public Safety with Video Processing at a Virtualized 

Ecosystem," in 2019 IEEE/CVF International Conference on Computer Vision Workshop (ICCVW), 

Seoul, Korea, 2019.  

[15] M. Naderpour, J. Lu, G. Zhang, "An intelligent situation awareness support system for safety-

critical environments," Decision Support Systems, vol. 59, pp. 325-340, 2014.  

[16] J. Lee; B. Park, "Development and Evaluation of a Cooperative Vehicle Intersection Control 

Algorithm Under the Connected Vehicles Environment," IEEE, vol. 13, no. 1, pp. 81-90, 2012.  

 

 


